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We are living through a time of unprecedented technological growth. It is reshaping our world.

A modern smartphone is millions of times more powerful than the most sophisticated computer that guided the Apollo 11 spacecraft to the moon. It is more powerful even than the best supercomputers of the 1990s, such as IBM’s famous Deep Blue.

New technology can improve our lives. Artificial intelligence (AI) is enabling big strides in critical areas such as healthcare and service delivery. Digital communications technology can provide new ways for people with disability and others to connect and participate in community life—something that is more important than ever during the COVID-19 pandemic.

At the same time, there are real and profound threats. Poor technology design can exclude people with disability from work, services and the economy.

The use of AI can also open the door to a range of dystopian threats—from mass surveillance to unaccountable exercise of power by government and corporations. We have seen worrying uses of AI in areas as diverse as social security, policing and home loans. At its worst, the use of AI can result in unfairness or even discrimination based on characteristics such as race, age or gender.

We need to ask a crucial question: can we harness technology’s positive potential to deliver the future we want and need, or will it supercharge society’s worst problems?

The decisions we make now will provide the answer.

Australians want technology that is safe, fair and reliable. With the right settings—in law, policy, education and funding—the Australian Government and the private sector can build a firm foundation of public trust in new technology that is developed and used here.

Australia should pursue innovation that reflects our liberal democratic values. We should approach new and emerging technologies by being consultative, inclusive and accountable, and by embedding robust human rights safeguards. This Final Report sets out a roadmap for achieving this goal.

As Prime Minister Scott Morrison has rightly said, ‘the rules that exist in the real world need to exist in the digital world.’ The law’s protective umbrella should apply to the use of AI just as it does to everything else.
To achieve this, we must modernise our regulatory system to ensure that AI-informed decision making is lawful, transparent, explainable, responsible, and subject to appropriate human oversight, review and intervention.

Some targeted reform is needed, especially in high-risk areas. Stronger laws are needed, for example, to protect the community from misuse of facial recognition and other biometric technology.

But the law cannot be the only answer. This Report contains a series of recommendations that would help industry, researchers, civil society and government achieve the shared goal of human-centred AI—through policy, co-regulation, education and training.

This Report recommends the creation of a new AI Safety Commissioner to help lead Australia’s transition to an AI-powered world. This new body would be a key source of expertise on AI, building capacity among regulators, providing guidance to government and the private sector, and providing independent advice to policy makers and Parliament.

As technology becomes essential for all aspects of life—in everything from government services to employment—accessibility is vital. This Report includes recommendations to ensure that no one is left behind as Australia continues its digital transformation.

The Australian Human Rights Commission thanks everyone who participated in our two-stage consultation process: community members, civil society representatives, industry, academia and government. This input has been crucial in identifying problems and solutions.

We also pay tribute to the Commission’s major partners in this Project: Australia’s Department of Foreign Affairs and Trade; Herbert Smith Freehills; LexisNexis; and the University of Technology Sydney. In addition, we thank the Digital Transformation Agency and the World Economic Forum for their significant support. The Commission also acknowledges the generosity of its Expert Reference Group, who have given invaluable strategic guidance and technical expertise.

The COVID-19 pandemic has accelerated our reliance on new technology—for everything from health care to remaining connected in a time of social distancing. This experience should reinforce the importance of our task: to ensure new technology is safe, reliable and enhances the lives of everyone.

Edward Santow
Human Rights Commissioner
March 2021
2. Executive summary

Now is a critical time. Australia is on a pathway towards becoming a leading digital economy. There is widespread recognition that we should walk this path while upholding human rights and responding to ethical risks. This Final Report aims to help Australia meet this challenge.

Australia should pursue innovation that holds true to our liberal democratic values. This means we should approach new and emerging technologies by being consultative, inclusive and accountable, with robust human rights safeguards.

This Report provides a roadmap for how Australia should protect and promote human rights in a time of unprecedented change in how we develop and use new technologies.

The Australian Human Rights Commission is Australia's national human rights institution. The Commission is independent and impartial. It aims to promote and protect human rights in Australia.

The recommendations in this Report are informed by the Commission's expertise, our research and extensive public consultation with the community, government, industry and academia. All views are the Commission's, and the Commission is responsible for this Report and other Project outputs and statements.

2.1 Context

This era—sometimes referred to as the Fourth Industrial Revolution—brings extraordinary opportunities and risks, including for our human rights. The challenge for government is to show leadership, by creating an environment to enable Australia to seize the opportunities while addressing the risks.

While there are many pressing human rights issues raised by the rise of new technologies, this Project has focused on two areas in particular.

The first is the use of artificial intelligence (AI) in an almost limitless range of decision making—in areas as diverse as government services, recruitment and the criminal justice system. This Report shows how AI can improve decision making through better use of data, and also how it can cause harm. The Commission sets out a suite of recommendations that respond to this two-sided phenomenon.

The second area of focus is how people with disability experience digital communication technologies—such as information and communication technology, the Internet of Things (IoT), virtual reality and augmented reality. Digitisation affects almost every area of life, and so this Report sets out ways to improve accessibility of the goods, services and facilities that use these technologies for the whole community, including people with disability.

The final phase of this Project was conducted during the COVID-19 pandemic. AI can help address this public health emergency, through its use in direct medical research, and also in measures such as contact tracing to help model disease transmission and control. On the other hand, some existing inequalities have intensified and become more urgent. For instance, as we practise social distancing—which increases our reliance on technology for work, accessing services and to stay connected—inaccessible technologies can be even more problematic for people with disability.
International law requires human rights to be upheld in any emergency or time of crisis, with special provisions that enable an appropriate response to public health, public order and other such threats.

2.2 A human rights approach to new technologies

Human rights are set out in international and domestic laws. International human rights law requires nation states to respect, protect and fulfil human rights, and to uphold the principle that ‘all human beings are born free and equal in dignity and rights’.4

Human rights are universal, meaning that they apply to everyone. They are indivisible, meaning that all human rights have equal status. They are interdependent and interrelated, meaning the improvement of one human right can facilitate the advancement of others. Likewise, the deprivation of one right can also negatively affect other human rights.

While there are sometimes complex inter-relationships between different rights, governments must ensure everyone’s human rights are protected.5

Australia is a signatory to seven core human rights treaties, which include civil and political rights, and economic, social and cultural rights.6 Australia has voluntarily agreed to comply with human rights standards and to integrate them into domestic law, policy and practice.

A human rights approach builds human rights into all aspects of law, policy development and decision making. Applying this approach to the development and use of new technologies is increasingly common internationally,7 with a growing number of experts emphasising the importance of human rights law in analysing the social impact of technology.8

Some international initiatives use human rights as the primary lens,9 or one of several lenses,10 through which to view the development and use of new technologies. Given that the technologies are new, the application of human rights and other laws in this area is also developing.11

Some of the Australian and international organisations that support a human rights approach to the development and use of new technologies include:

- United Nations (UN) mechanisms, such as the UN High Commissioner for Human Rights and the Special Rapporteurs on extreme poverty and human rights, privacy and freedom of expression13 and racial discrimination14
- UN Guiding Principles on Business and Human Rights15
- multilateral international bodies, such as the Organisation for Economic Cooperation and Development (OECD)16 and G2017
- the Australian Government including Australia’s AI Ethics Principles and the Discussion Paper for an AI Action Plan for All Australians18
- comparable liberal democracies, such as Canada and France19
- some leading multinational corporations20
- non-government and industry organisations working at the intersection of human rights and new technologies.21

The Commission uses the ‘PANEL framework’ to apply this human rights approach to the development and use of new technologies.22
**PANEL Principles:**

A human rights approach to new technologies

**Participation**

Ensure participation in decision making of stakeholders affected by new technologies, including the public, affected groups and civil society, experts, and decision makers.

**Accountability**

This requires effective monitoring of compliance with human rights standards by government and non-state actors, and mechanisms to enforce rights.

**Non-discriminatory and equality**

Anti-discrimination law principles should be applied to the development and use of new technologies, considering especially the needs of people who are vulnerable.

**Empowerment and capacity building**

The community needs to understand the impact of new technologies on their lives and have knowledge of, and access to, a review process and/or remedy.

**Legality**

The law should recognise that human rights are legally enforceable, including in the use of new technology.

In addition to an effective legal regime, with clear and well-enforced legal obligations, there is growing recognition that more attention is needed at the stage of design and development to ensure that human rights are ‘baked into’ products, services and facilities that use new and emerging technologies.

To this end, the Commission supports ‘human rights by design’, which is a systematic process for embedding human rights standards and compliance into the design, development and deployment of new technologies. This involves considering, at the point of research and development, the human rights implications of a possible use of new technology, with a view to designing in rights protections.  

The objective is to produce tech-powered products, services and facilities that are accessible to people with disability, as well as protecting other human rights. A human rights by design approach is similar to other design-led approaches, such as privacy and safety by design.

**2.3 Overview of this Report**

The Report is divided into four parts.

**Part A: A national strategy on new and emerging technologies**

Part A considers Australia’s overarching approach to new technologies, and especially the role of the Australian Government’s Digital Australia Strategy. The Commission commends the Government on its ongoing process to develop this Strategy.

The Commission recommends that the Digital Australia Strategy set out a vision for responsible innovation. The Strategy should advance human rights in the development and use of new and emerging technologies. It should contain practical measures focused on: regulation; education, training and capacity building; and funding and investment.
**Part B: Artificial intelligence**

**Part B**, comprising Chapters 4-9, considers how AI is changing the way important decisions are made by government and the private sector—with significant implications for how human rights are fulfilled.

As AI disrupts our economic, social and governmental systems, Australian governments are seeking to harness the potential of AI to improve services, products and more. At the same time, there is growing public concern that AI can be used in ways that cause harm.

While some uses of AI do not meaningfully engage people’s rights, this Project has focused on ‘AI-informed decision making’—that is, the use of AI to make decisions that have legal or similarly significant effects on individuals. Such decisions are likely also to engage human rights in a more profound way.

The Commission makes recommendations to ensure human rights are protected where AI is used in decision making. In particular, the Report has concluded that AI-informed decision making should be lawful, transparent, explainable, used responsibly, and subject to appropriate human oversight, review and intervention.

**Chapter 4** explores the critical link between effective accountability and upholding human rights in the use of AI-informed decision making. The chapter sets out three key principles for accountable use of AI:

- The Australian Government should comply with human rights in its own use of AI, and it should ensure effective human rights safeguards apply to all entities that use AI.
- AI-informed decision-making systems should be tested before they are used in ways that could harm individuals, and those systems should continue to be monitored as they operate.
- An individual affected by an AI-informed decision should be given reasons for the decision, and they should be able to challenge the decision if they consider it to be wrong or unlawful.

These principles are applied in the remaining chapters in Part B.

**Chapter 5** focuses on reform to ensure that government complies with human rights, and acts accountably, when it uses AI to make administrative decisions. The chapter recommends:

- that the Australian Government be required to undertake a human rights impact assessment before it uses AI to make administrative decisions
- greater transparency in the use of AI by government. In particular, individuals should be notified where government uses AI in administrative decision making, and there should be clearer rules regarding when and how government bodies will provide reasons for AI-informed administrative decisions
- that independent merits review be available for all AI-informed administrative decisions.

**Chapter 6** focuses on accountability for AI-informed decisions made by non-government entities such as corporations.

While the law on administrative decision making by government is generally more prescriptive, accountability remains vitally important when corporations and other non-government entities use AI to make decisions. The Commission recommends that:

- individuals are notified of the use of AI in this type of decision making
- non-government entities be encouraged and supported to provide reasons or an explanation for their AI-informed decisions
- legislation prohibit the use of ‘black box’ or opaque AI in decision making by non-government entities
- individuals be given a practical means of appealing to a body that can review AI-informed decisions by non-government entities.
Chapter 7 addresses the role of co- and self-regulation to incentivise better human rights protections in the development and use of AI-informed decision-making systems. The aim is to complement and support legal regulation, and to create better AI-informed decision-making systems that avoid human rights and other problems occurring in the first place.

The measures recommended in this chapter include:

- standards and certification for the use of AI in decision making
- ‘regulatory sandboxes’ that allow for experimentation and innovation in how AI is used and regulated
- human rights impact assessments, including public consultation at the development stage of AI-informed decision making
- rules for government procurement of AI-informed decision-making tools and systems
- enhancing the role of human oversight and intervention in the monitoring and evaluation of AI-informed decision making.

Chapter 8 explores the problem of ‘algorithmic bias’, which arises where an AI-informed decision-making tool produces outputs that result in unfairness. Often this is caused by some forms of statistical bias. Algorithmic bias has arisen in AI-informed decision making in the criminal justice system, advertising, recruitment, healthcare, policing and elsewhere.

Algorithmic bias can sometimes have the effect of obscuring and entrenching unfairness or even unlawful discrimination in decision making. This chapter recommends greater guidance for government and non-government bodies in complying with anti-discrimination law in the context of AI-informed decision making.

Finally, Chapter 9 focuses on the use of facial recognition and other biometric technologies.

There is strong and growing community concern regarding some forms of facial recognition technology, which can be prone to high error rates, especially for certain racial and other groups. Where these biometric technologies are used in high-stakes decision making, such as policing, errors in identification can increase the risk of human rights infringement and broader injustice. Moreover, as the use of biometric technologies increases, there is concern about the impact on individual privacy, including through harmful surveillance.

This chapter recommends law reform to provide stronger, clearer and more targeted human rights protections regarding the development and use of biometric technologies, including facial recognition. Until these protections are in place, the Commission recommends a moratorium on the use of biometric technologies, including facial recognition, in high-risk areas of decision making.

Part C: Supporting effective regulation

Part C recommends the establishment of an AI Safety Commissioner as an independent statutory office to provide technical expertise and capacity building on the development and use of AI.

An AI Safety Commissioner could build public trust in the safe use of AI by:

- providing expert guidance to government agencies and the private sector on how to comply with laws and ethical standards regarding the development and use of AI
- working collaboratively to build the capacity of regulators and the broader ‘regulatory ecosystem’ to adapt and respond to the rise of AI in their respective areas of responsibility
- monitoring trends in the use of AI in Australia and overseas, providing robust, independent and expert advice to legislators and policy makers with a view to addressing risks and taking opportunities connected to the rise of AI.
Part D: Accessible technology

Part D, comprising Chapters 11-15, makes recommendations to improve the accessibility of goods, services and facilities that use Digital Communication Technologies for people with disability.

Good technology design can enable the participation of people with disability as never before—from the use of real-time live captioning to reliance on smart home assistants. On the other hand, poor design can cause significant harm, reducing the capacity of people with disability to participate in activities that are central to the enjoyment of their human rights, and their ability to live independently.

Chapter 11 explains how the accessibility of new technology, and especially of Digital Communication Technology, is an enabling right for people with disability—critical to the enjoyment of a range of other civil, political, economic, social and cultural rights. The remaining chapters in Part D apply this principle to a number of specific contexts.

Chapter 12 considers the functional accessibility of goods, services and facilities that rely on Digital Communication Technology—that is, the ability to use these things in practice.

Problems in this area commonly relate to the user interface of tech-enabled products being designed in a way that excludes people with one or more disabilities. Functional accessibility needs to be incorporated in the design of hardware and software, and in any updates or new versions, of goods, services and facilities that use Digital Communication Technologies.

This chapter recommends three key changes to improve functional accessibility:

- the creation of a new Disability Standard, focused on Digital Communication Technology, under the Disability Discrimination Act 1992 (Cth)
- amending government procurement rules to require accessible goods, services and facilities
- improving private sector use of accessible Digital Communication Technology.

Chapter 13 deals with the accessibility of audio-visual news, information and entertainment content.

The 21st century has seen a massive expansion in the ways such content is delivered. Traditional media, such as broadcast television and radio, have been supplemented by an ever-increasing range of media, including subscription television, video and online platforms.

Accessibility features—especially captioning and audio description—can make this audio-visual content accessible for people with disability, especially people with disabilities affecting their vision or hearing. The Commission considers reform is needed to ensure that traditional and newer media respect the right of people with disability to receive news, information and entertainment content in ways that they can understand.

This chapter recommends reforms to law and policy to facilitate:

- increased audio description and captioning for broadcasting services, as well as video, film and online platforms
- reliable accessible information during emergency and important public announcements
- better monitoring of compliance with accessibility requirements and voluntary targets for the distribution of audio-visual content.

Chapter 14 addresses the experience of people with disability in obtaining goods, services and facilities that use Digital Communication Technologies.

Availability can be reduced where people with disability cannot afford, or do not know about, such goods, services and facilities. This problem can be made worse by socio-economic disadvantage, which is more common among people with disability. Exclusion can worsen inequality and disadvantage for people with disability.
This chapter recommends three key measures in this area:

- the provision of accessible information on how goods, services and facilities can be used by people with disability
- more accessible broadband internet by introducing a concessional rate for people with disability
- National Disability Insurance Scheme (NDIS) funding to improve access to Digital Communication Technologies for people with disability.

Chapter 15 addresses the role of design, education and capacity building in promoting accessible Digital Communication Technologies.

The Commission recommends applying a ‘human rights by design’ approach to Digital Communication Technologies through:

- the Australian Government adopting, promoting and modelling good practice
- incorporating this approach into education and training—especially in the areas of science, technology, engineering and mathematics
- upskilling the existing workforce via ongoing professional development for those involved in designing and developing with Digital Communication Technologies
- practical capacity building and accreditation measures for accessible and inclusive practices.
2.4 Key terminology

(a) Artificial intelligence

This Report uses the term ‘artificial intelligence’ (AI) to refer to a cluster of technologies and techniques, which include some forms of automation, machine learning, algorithmic decision making and neural network processing. The OECD Group of Experts describes AI as including a machine-based system that can, for a given set of human-defined objectives, make predictions, recommendations or decisions influencing real or virtual environments. It uses machine and/or human-based inputs to perceive real and/or virtual environments; abstract such perceptions into models (in an automated manner, eg, with Machine Learning or manually); and use model inference to formulate options for information or action. AI systems are designed to operate with varying levels of autonomy.

The term AI is not a term of art and has been criticised by some experts for being vague or ambiguous. The Commission acknowledges and shares those concerns, but notes there is no ready alternative term that is widely understood. Where practical, this Report refers to the relevant specific technologies or techniques associated with AI, such as algorithms, mathematical formulae, computer code, machine learning, neural networks and automation.

(b) AI-informed decision making

‘AI-informed decision making’ includes a decision, or decision-making process, where AI is a material factor in the decision, and where the decision has a legal or similarly significant effect for an individual. The phrase ‘legal or similarly significant effect’ is used in the European Union’s General Data Protection Regulation (GDPR).

(c) Digital Communication Technologies

Part D of this Report focuses on ‘Digital Communication Technologies’, which refers to technologies associated with information and communication technology (ICT); connected devices and the Internet of Things (IoT); virtual reality (VR); and augmented reality (AR). These technologies are used in goods, services and facilities primarily for communication, and often have a user interface as a means of communicating information (eg, a voice-operated home automation system).

2.5 Project process

The Commission established an Expert Reference Group for this Project. Constituted by a diverse group of leading experts from technology, law, and science and academia, the Expert Reference Group advised the Commission on the Project's strategy, consultation process and recommendations.

Four major partner organisations have supported this Project—the Australian Government Department of Foreign Affairs and Trade; Herbert Smith Freehills; LexisNexis; and the University of Technology Sydney. Project Partners contribute expertise and some financial and in-kind resources.

Public consultation included:

- roundtables with participants from industry, civil society, academia and government
- inviting and receiving written submissions from stakeholders, especially views and input from people who are particularly affected by new technologies
- interviews with experts and key decision makers
- engaging with national review and reform processes on new technologies.
What kind of leadership is needed in Australia to promote responsible innovation?

The Commission’s preliminary views

How to address algorithmic bias

10 questions about human rights & new technologies

38 recommendations to promote human rights in an era of new technologies

Project launch with 450 attendees, international and national expert presenters

Engagement Highlights

291 submissions received
725 consultation participants
84 conference presentations from the Human Rights Commissioner
2149 national survey participants
2.6 Outcomes

The overall effect of this Report will be to foster a deeper understanding of the human rights implications for Australia of new and emerging technologies such as AI. By adopting a human rights approach, our country is well placed to seize the moment: to harness technology in a way that delivers what Australians want and need, not what they fear.

The specific outcomes of this Project include:

- a better understanding of opportunities and threats posed by new and emerging technologies in Australia, especially for our human rights
- addressing the views of stakeholders from industry, government, civil society and academia, as well as leading experts from around the world
- a focus on responsible innovation in the development of Australia's national strategy on new and emerging technologies
- a template for reform that will enhance accountability and human rights protections in AI-informed decision making by government and the private sector
- key ways to support government and the private sector in using AI safely and accountably
- understanding the experience of people with disability in accessing goods, services and facilities that use Digital Communication Technologies
- reform that would assist in enhancing accessibility of Digital Communication Technologies.

How should Australia approach new & emerging technologies?

International human rights law sets out globally-accepted legal principles that uphold the dignity of all people. As a liberal democracy, Australia should place human rights at the centre of its approach to technology, with a view to promoting fairness, equality and accountability in the use and development of all new and emerging technologies.
3. National strategy on new and emerging technologies

3.1 Summary

This chapter addresses the question: *what should be Australia’s overarching approach to new and emerging technologies?*

The Department of Prime Minister and Cabinet is currently leading a process, on behalf of the Australian Government, to create the *Digital Australia Strategy.* This presents an excellent opportunity to articulate the key, big-picture elements of how Australia will respond to the rise of new and emerging technologies, such as artificial intelligence (AI).

The Commission urges the Australian Government to embrace technological innovation that holds true to our liberal democratic values. This means putting human rights at the centre of how Australia approaches new and emerging technologies.

The Commission recommends that the *Digital Australia Strategy* promote responsible innovation and human rights through measures including regulation, investment and education. This will help foster a firm foundation of public trust in new and emerging technologies that are used in Australia.

The approach outlined in this chapter provides the foundation for the Commission’s recommendations for law and other reform throughout this Report.
3.2 The need for a national strategy

**RECOMMENDATION 1:** The *Digital Australia Strategy*, which is currently being developed by the Australian Government Department of the Prime Minister and Cabinet, should set Australia’s national strategy for new and emerging technologies. The *Digital Australia Strategy* should promote responsible innovation through:

(a) effective regulation—including law, co-regulation and self-regulation—that upholds human rights in the development and use of new technologies

(b) the development of a community-wide action plan on education, training and capacity building regarding the human rights implications of new and emerging technologies

(c) funding and investment for responsible innovation that complies with human rights

(d) practical measures to achieve the Strategy’s aims, including through the establishment of an AI Safety Commissioner (see Recommendation 22).

Stakeholders across government, industry, academia and civil society overwhelmingly supported the development of an Australian national strategy on new and emerging technologies. More than 25 countries and intergovernmental organisations have developed national or regional strategies for AI or new and emerging technologies, with many more in the process of development. The primary purpose of these strategies is to set overarching priorities, with a view to harnessing the economic and social benefits of AI, and addressing the most serious risks.

National strategies generally contain objectives and action areas across a range of domains, including: research, talent and the future of work; private and public sector governance; regulation and ethics; infrastructure, data and foreign policy; and inclusion and stakeholder engagement. By setting clear government policy on funding, regulation and education, such strategies can:

- help the private sector to set its own planning and investment priorities
- guide government use of new technology, including in administrative decision making
- build community trust that protections are in place to address risks or harm
- contribute to the international development of policy guiding the development and use of technologies, and help identify common values and norms across governments.

By way of illustration, the German national strategy on AI, *AI made in Germany*, has three overarching objectives that aim to promote technological innovation and the good of society. Germany seeks to be recognised as a developer and user of excellent AI ‘in all parts of society in order to achieve tangible progress in society in the interest of its citizens’. Similarly, the respective AI strategies of Canada and France set out overarching objectives aligned with responsible innovation and acknowledge the risk of harms associated with AI.

The German national strategy acknowledges the tension that can arise between effective rights protections and the pursuit of investment and growth, and sets out a range of measures to help guide regulatory reform needed to protect rights, and at the same time fund the development of innovative applications that respect rights.
While not a national strategy as such, the Executive Order on AI issued by the United States President in 2019 sets national priorities regarding research, innovation and commerce in AI in that country. Those priorities include advancing freedom, human rights protection, individual dignity and the rule of law. Similarly, the Global Partnership on AI, of which Australia is a founding member, seeks to support the responsible and human-centric development and use of AI in a manner consistent with human rights, fundamental freedoms, and our shared democratic values.

Good national or regional strategies on AI and other new technologies tend to have some common elements:

- they incorporate international human rights standards, including practical steps to ensure protection of rights with accountability and grievance mechanisms
- they promote human rights training and education for designers and developers of new technology
- they include measures for oversight, policy development and monitoring, such as the ‘AI Observatory’ in AI made in Germany
- they have whole-of-government approaches to ensure consistency across agencies and implementation
- they focus on present and future impacts of technologies on society.

As a number of similar nations have recognised, the creation of an overarching national strategy for Australia could be an effective way of responding to the pace of technological development and addressing the risks and benefits. An industry stakeholder submitted:

- governments are moving ahead with such strategies that aim at both creating excellence through economic investment as well as a robust regulatory framework that can set global standards and ensure trust. Australia is well-placed to compete in this evolving global landscape in order to promote innovation, economic growth and prosperity for its citizens.

This also presents an opportunity to put human rights at the fore. A leading North American technology company submitted that national strategies can embed a human rights-based approach into industry policy, for instance through the creation of tailored direct spending programs to help ensure that the design and technological foundations of right-respecting AI, such as transparency, explainability and accountability, are firmly established in key sectors.

It is widely argued that a national strategy should be drafted broadly enough to account for rapid and continual development in technologies and how they are used. Stakeholders submitted that this could include:

- existing technologies, because new and emerging applications of existing technologies may engage human rights
- emerging technologies
- the interoperability of technologies, given that ‘a technology may be benign, but in tandem with others may represent new risks and opportunities’
- reference to specific technologies that are known to engage human rights, such as drones, which use AI for facial recognition in public and private spheres, or medical and health technologies.

PwC submitted that an Australian national strategy should integrate approaches to technology pioneered by Aboriginal and Torres Strait Islander peoples to ensure that regulation and policy are inclusive.
3.3 Digital Australia Strategy: an opportunity for an overarching approach

In addition to the ongoing process to develop the Digital Australia Strategy, the Australian Government has a number of processes underway, or completed, that contribute to Australia’s strategic approach to new and emerging technologies. These include:

- the Digital Economy Strategy, AI Action Plan, AI Ethics Framework and AI Technology Roadmap by the Department of Infrastructure, Science, Energy and Resources (DISER);51
- the review of the Privacy Act 1988 (Cth) by the Attorney-General’s Department;52
- the Digital Transformation Agency’s Strategy 2018-2025;53
- the cyber affairs and critical technology work and strategies of the Department of Foreign Affairs and Trade.54

Stakeholders noted the importance of coordination, complementarity and alignment across these initiatives. For example, the Australian Industry Group urged better ‘coordination between the various agencies around policy issues that arise from new and emerging technologies’.55

The Government has recognised this need through the establishment of the Department of the Prime Minister and Cabinet’s Digital Technology Taskforce. This Taskforce is responsible for developing the Digital Australia Strategy, which will outline a vision to ensure Australia is a leading digital economy and society by 2030.56

In February 2021, following informal consultation, the Taskforce identified five overarching themes for the Strategy and invited public feedback.57 The five themes are:

1. moving more businesses to the digital frontier
2. a digitally capable and inclusive Australia
3. building digital trust
4. digital-first Government
5. lifting sectors through digital technology.

These themes suggest that the Digital Australia Strategy is well placed to articulate a broad, national vision—one that also draws together the key existing strands of policy and law related to new and emerging technology in Australia.

The Taskforce has invited comment on the overarching themes and the development of the Digital Australia Strategy more generally.58 A significant number of stakeholders in the Commission’s Project identified the importance of consultation with government, industry and civil society in developing a national strategy,59 especially those who are more likely to experience human rights violations from new technologies.60

The Allens Hub for Technology, Law and Innovation at UNSW emphasised the need for expert legal and technical input to develop a national approach:

Legal and regulatory frameworks will need to be adjusted to resolve uncertainties in the application of existing rules, ensure that rules are not over- or under-inclusive with respect to activities facilitated by new technologies and make changes where existing laws or regulatory approaches are no longer justified, no longer cost-effective, or no longer applicable.61

3.4 Elements of an Australian national strategy

An Australian national strategy should include four primary aims:

- to uphold human rights
- to establish Australia’s priorities in regulating the development and use of new technologies
- to build a firm foundation of public trust in new technologies
- to develop an Australian plan for education, training and capacity building that responds to the exponential growth in new and emerging technologies.

The Commission recommends that these elements be included in the Digital Australia Strategy.
[a] **Uphold human rights and promote responsible innovation**

Putting human rights at the centre of the *Digital Australia Strategy* would have several benefits.

First, international law requires the Australian Government to take active steps to promote and protect human rights, including in respect of new and emerging technologies. Companies and other non-government bodies also are obliged to respect human rights under the United Nations (UN) Guiding Principles on Business and Human Rights.⁶²

Many countries have adopted national AI strategies, but few set out how human rights should be promoted, protected and respected in the use of AI.⁶³ For effective human rights protection, a national strategy must set out a clear, practical framework for action. It should set out specific steps to improve human rights protections, as well as effective oversight and dispute resolution.⁶⁴ For example, Germany’s national strategy states that the use of AI must adhere to fundamental rights; and requires Germany’s federal government to address any gaps in protection.⁶⁵

Secondly, international human rights law applies globally, and so provides a ready-made basis for international cooperation—something that is especially important in respect of new and emerging technologies. Placing human rights at the centre of the *Digital Australia Strategy* would reflect Australia’s commitment to be a leading rights-respecting state in this area.

Thirdly, a clear commitment to human rights is a principled basis from which to pursue the opportunities presented by new and emerging technologies. That is, it would enable Australia to advance economic development goals in this area without jeopardising Australians’ basic rights.

Finally, a human rights framework allows for the inclusion of ethical approaches to support human rights compliant development and use of technology. Ethical frameworks that uphold human rights can complement enforceable human rights protections, but they cannot replace them.

Stakeholders noted the simultaneous benefits and risks of rapid technological development.⁶⁶ A national strategy could address both. For example, the Australian Council of Learned Academies (ACOLA) submitted:

> A national strategy that allows areas of major opportunity to be established while ensuring the range of social, ethical and legal challenges are embraced and held as core values for implementation would help support the safe, responsible and strategic development of emerging technologies.⁶⁷
Striking a balance between the economic opportunities associated with innovation and safeguarding against harm is clearly important, even more so in light of the COVID-19 pandemic. The NSW Bar Association submitted that a national strategy could assist with balancing interests to the extent these might come into conflict, such as balancing the paramount need to protect the community’s health and safety with not impermissibly infringing upon individuals’ rights to privacy, freedom of movement and other rights, and other economic considerations and rights.

Similarly, the Australian Red Cross submitted that new technologies are enabling better humanitarian approaches and solutions and enhancing our ability to deploy the right kind of response at the right time to where it is needed most. However, these tools and systems are also introducing a host of potential harms by exposing people and communities to new forms of intrusion, insecurity and inequality.

(b) Establishing Australia’s regulatory priorities

Many new technologies are developed and used in ways that engage human rights and warrant an appropriate regulatory response. This, in turn, will depend on what is being regulated.

A particular technology may be used in several different ways, engaging human rights to a greater or lesser extent depending on the specific context. As a general rule, regulation should target the outcome of the use of that technology. Few types of technology require regulation targeted specifically at the technology itself.

It is also important to consider what is the most appropriate type of regulation in the particular circumstance. For example, self- and co-regulation has some advantages where there is rapid growth and change in an area of technology. Those advantages include the speed of establishment and revision, the incorporation of sector-specific knowledge, and encouragement to stakeholders to understand and accept the regulatory process.

Effective national regulation should contribute to the other key aims of the Digital Australia Strategy: to uphold and protect human rights; and instil trust in the public about how new technologies are used in Australia. Three key principles should apply:

1. Regulation should protect human rights. As a first principle, all regulation should be guided by Australia’s obligations under international law to protect human rights.

2. The law should be clear and enforceable. Australian law should set clear rules regarding the design, development and use of new technologies, with a view to promoting human rights and other aims consistent with our liberal democracy. The broader regulatory framework should contain effective remedies and enforcement mechanisms. Australia’s lawmakers should fill any gaps necessary to achieve these regulatory aims.
3. **Co-regulation and self-regulation should support human rights compliant, ethical decision making.** The law cannot, and should not, address every social implication of new and emerging technologies. Good co- and self-regulation—through professional codes, design guidelines and impact assessments—can assist in making sound, human rights-compliant decisions.

There was strong support among stakeholders for the view that regulation—involving a smart mix of adaptive and anticipatory law, co- and self-regulation—should uphold human rights through enforceable and clear rules.  

Stakeholders noted several benefits to this approach:

- co- and self-regulation can be a useful adjunct to legislation, which tends to take more time to implement, where there is a need to respond to fast-moving technological change

- self-regulation alone does not afford adequate human rights protections generally, nor does it guarantee accountability and the right to a remedy

- different types of technologies require tailored regulatory approaches

Some stakeholders referred to the importance of a human rights approach, with several reiterating that the most effective way to protect human rights in the development and use of new technology would be through a national bill of rights or charter of human rights.

Concerns about the use of new technologies in the corporate sector have encouraged some companies to be proactive in ensuring their products and services do not cause harm. For example, as discussed in Chapter 9, some major technology companies have set limits on the use of facial recognition for this reason.

Presently, such initiatives are largely driven by individual companies. There would be benefit in the Australian Government building on this momentum—ideally working cooperatively with other states—to foster a more coordinated approach to self- and co-regulation. For instance, the use of self-certification and ‘trustmarks’, discussed in greater detail in Chapter 7, could signal to consumers what sorts of tech-powered products and services are likely to be designed in ways that protect users’ human rights. Similarly, government can use its own procurement rules and processes as a way of encouraging the development and use of human rights respectful technology.

Positive innovation, which delivers economic and broader social benefits, can flourish in environments where there is a clear understanding of how human rights need to be protected and the parameters in which they can operate. Additionally, the public’s trust in the design, development and use of new technologies should improve as regulatory parameters are defined and applied.

Stakeholders noted the importance of ensuring that existing law is understood and applied correctly to new technology. Microsoft submitted:

> A multi-faceted regulatory framework is appropriate, involving the application of existing laws as well as ‘soft law’ co-regulation and self-regulation mechanisms such as international standards, industry best practices and guidelines, and international governance procedures—to ensure the development and use of AI is responsible and aligned with human-centred values.

Some stakeholders noted a tension between regulation and innovation. The Australia Industry Group submitted:

> there should be careful consideration of any new forms of regulation against global best practice approaches and the extent of AI industry overseas. A similar argument could be extended to other new and emerging technologies as well.
The Allens Hub for Technology, Law and Innovation at UNSW submitted that effective regulation should focus on ensuring that legal and regulatory frameworks are well-adapted to an evolving socio-technical landscape, curating it in ways that ensure alignment with human rights and other values of importance to Australians. Some stakeholders noted the challenges to effective national regulation in a global economy, observing that Australia is a net importer of technology, and we need to ensure comparable human rights protections with trading partners. Telstra submitted:

it would be useful for any proposed Australian approach to be broadly aligned with what is happening in other developed countries, so as to facilitate technology development and allow Australia to take advantage of AI-enabled systems that are supplied on a global scale and thus minimise the cost for users to comply specifically, and potentially additionally, with an Australian framework.

(c) Public trust

Australia’s AI Action Plan rightly observes that ‘to spur broader adoption of AI in ways which contribute to Australia’s economic prosperity, security and unique way of life, we need to maintain public trust in AI’. Public trust is essential for Australia to harness the opportunities presented by new and emerging technologies.

Public trust in some new technologies is low, with only one in three respondents to a national survey in 2020 willing to trust AI. Yet Australians have also expressed high levels of support for the use of AI to address social, humanitarian and environmental challenges. This suggests a general recognition of the potential for new technologies, and especially AI, to deliver benefits for the community, but a concern that the current products, services and facilities that use these technologies are inadequate.

Other jurisdictions are also grappling with this issue and see effective regulation, grounded in human rights and the rule of law, as key to building trust. The European Commission states:

Given the major impact that AI can have on our society and the need to build trust, it is vital that European AI is grounded in our values and fundamental rights such as human dignity and privacy protection.

The United States President’s Executive Order on Promoting the Use of Trustworthy AI in the Federal Government aims to

foster public trust and confidence in the use of AI, protect our Nation’s values, and ensure that the use of AI remains consistent with all applicable laws, including those related to privacy, civil rights, and civil liberties.

It was clear from the Commission’s consultations that enhancing the reliability and safety of new technologies, including by addressing risks of harm, would help build a solid foundation of community trust in the development and use of those technologies. Robust human rights protections are considered essential for that public trust.

The Law Council of Australia submitted that the protection of human rights ‘especially [for] vulnerable and disadvantaged groups is critical to building enduring public trust in technology, noting the importance of practical steps for that protection’. The Australian Academy of Science noted that ‘building public trust should be about building trustworthy systems’.

Australians see a critical role for government in this area. The majority of participants in a national survey in 2020 expected government oversight of the development and use of AI. Another national survey, commissioned by this Project, found that 74%-78% of respondents would have ‘a little more’ or ‘a lot more’ trust in an automated decision if oversight measures such as stronger human rights protections, human checks and limitations on personal information sharing were implemented.
[d] Education, training and capacity building

There is a need for all parts of Australian society—government, industry, civil society and the community at large—to understand how new technologies, including AI, affect their professional and personal lives.

A number of jurisdictions recognise the critical role of education, training and capacity building in managing digital transformation. The European Commission’s Digital Education Action Plan 2021-2027, for example, prioritises education and training in digital transformation.99

The Australian Government has also recognised the importance of such education and training in a number of its official policy statements. For example, the AI Action Plan sets out four streams of action to maximise the benefits of AI for all Australians, with one stream being for Australians to ‘have the skills and capability to benefit from and participate in an AI-driven society’. A possible focus action for this stream, currently subject to consultation, is to ‘ensure Australians have foundational AI education and skills’.100

Stakeholders generally supported the idea of education and training being included in any national strategy in this area, and that this be tailored to the particular skills and knowledge needs of different parts of the Australian community.101 The Commission did not receive any submissions that opposed this idea.

Stakeholders tended to see AI as the most pressing current area of technological change. Some recognised the importance of education to equip the community at large to respond to the rise of AI in an ever-increasing range of contexts,102 and better enable people to protect their rights, especially when AI is used in decision making that affects individuals.103 This, in turn, could contribute to community trust in AI.
Similarly, in June 2020, the NSW Department of Education published an education innovation strategy, which set out the aim to equip students with the necessary skills and knowledge to ‘successfully navigate a more complex world’, including ensuring students are able ‘to understand and navigate the moral and ethical impacts’ that AI will have on our lives, ‘such as the use of big data in real world decision making’.

In addition, there is a recognised need for targeted workforce education. For example, the Artificial Intelligence Roadmap, produced by CSIRO’s Data 61, identified the need to build an AI specialist workforce, and the Australian Government established the ‘Digital Skills Organisation’ in mid-2020 to ‘provide an innovative and world-leading approach to training and employing people in digital skills in Australia’.

Several stakeholders made specific suggestions in this area, which included:

- targeting education and training on human rights and ethics towards those professional and other groups, such as data scientists, engineers and so on, who are most directly involved in research and development involving AI and related new and emerging technologies
- the need to involve universities directly in curriculum development
- prioritising capacity building training for workers who use AI and related technology to make decisions that affect people’s legal and similarly significant rights
- collaborating across the private and public sectors to ensure cooperation and best practices, and drawing on existing education initiatives in industry, government and internationally
- aligning education with the most relevant areas of regulation.
Accordingly, the Commission considers that the Digital Australia Strategy should prioritise education, training and capacity building that addresses this need in three ways.

First, almost everyone in Australia uses tech-powered products and services, and is subject to their use, including in decision making by government and the private sector. However, recent research indicates that people feel ill-equipped to engage in a meaningful way with new technologies such as AI. For example, the majority of survey participants in one poll ‘consider themselves to have little knowledge of AI’, 113 and another survey revealed that 86% of respondents want to know more about AI. 114 This reinforces a need for awareness raising and broad upskilling of the Australian community at large, to ensure that people understand how they are affected by these technologies, the risks involved and what steps they can take to benefit from the use of new technologies without suffering harm.

Secondly, at present, there is little targeted training regarding the human rights implications of AI for those who are responsible for developing and using AI. This can contribute to a failure to perceive or address risks of harm. The Digital Australia Strategy should also meet this need.

People responsible for designing, developing, using and overseeing the use of new technologies need a deeper, more sophisticated understanding of the technologies themselves and their human rights implications.

Part B of this Report considers the use of AI to make decisions that have legal or similarly significant effects. Education, training and capacity building should be targeted especially towards people who are responsible for developing and using AI-informed decision-making systems, to ensure that those systems operate accurately, fairly and in ways that uphold human rights.

Thirdly, there is a need to build the capacity of regulatory and oversight bodies. As discussed in Part C, they would benefit from a deeper understanding of how best to fulfil their functions in an environment that is increasingly defined by the presence of new technologies like AI. This is not a call for every regulator to be an expert in the science and engineering of AI and other new technologies.

Rather, they do need to understand how these technologies operate and specifically how they affect their work. They also need access to technical expertise to support their regulatory activity.

Equipping these regulatory bodies for this new era should involve the following activities:

- targeted education and training for decision makers and leaders in these bodies
- resourcing these bodies to better understand and explain how existing rules apply in the context of new technologies
- encouraging these bodies to promote human rights-compliant behaviour in the sectors in which they operate.

The Commission recommends in Part C the establishment of an AI Safety Commissioner to provide guidance on the development, use and regulation of AI—with a particular focus on regulatory and governance bodies. 115

To draw these three areas of education and training together, the Commission recommends that the Government develop a comprehensive plan for Australia regarding education and training on new and emerging technologies and human rights, as an action arising under the Digital Australia Strategy. This education plan should respond to the differing needs across the Australian community, which can be broadly divided into the following groups.
### Leadership to develop educational modules

<table>
<thead>
<tr>
<th>Group</th>
<th>Objective and outcome</th>
<th>Government</th>
<th>Schools</th>
<th>Civil society</th>
<th>Industry bodies with a public education function</th>
</tr>
</thead>
<tbody>
<tr>
<td>General public</td>
<td>All individuals will need a basic understanding of AI and how it is being used. Training should enable the community to make informed choices about how they interact with organisations that use AI in decision making, and the accountability mechanisms available to ensure that decisions that affect them are lawful and respect their human rights.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision makers who rely on AI datapoints</td>
<td>Decision makers who use AI datapoints to make decisions need sufficient knowledge of the reliability of various types of AI datapoints to make good decisions. This is likely to include an expanding group of decision makers, such as judicial officers, insurance brokers and police officers.</td>
<td>Employers of decision makers</td>
<td>Professional regulatory and organisational bodies that are involved in professional development</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professionals requiring highly-specialised knowledge</td>
<td>Designers and developers of AI-informed decision-making systems need to be able to predict the likely impact of their work, including how to incorporate human rights in the design process. The accreditation or certification of professionals who design AI should be considered. Regulators, policy makers and those who commission AI-informed decision-making systems need to understand how AI operates and its likely impact on human rights in the context in which systems will be deployed.</td>
<td></td>
<td></td>
<td>Technology companies</td>
<td></td>
</tr>
</tbody>
</table>
3.5 Conclusion: Australia's national strategy

The Commission supports the Australian Government’s process to develop the Digital Australia Strategy. This can provide the vehicle for Australia to set out its national strategy on the development and use of new and emerging technologies.

The Commission recommends that the Department of the Prime Minister and Cabinet’s Digital Technology Taskforce use the Digital Australia Strategy to articulate how Australia’s various initiatives on AI and other new technologies interconnect, how they complement each other, and ultimately how they contribute to a coherent and positive vision for how Australia will approach new and emerging technologies.

The Commission commends the Department of Prime Minister and Cabinet for providing an opportunity for public input in the development of the Digital Australia Strategy. The Commission understands that the Strategy is intended to be a ‘living document’, adapted over time as the technology context continues to evolve.

The Commission thus recommends ongoing consultation with all relevant stakeholders, including industry and civil society. Special effort should be made to obtain the views of people who are likely to be particularly affected by the use of new and emerging technologies.

The Digital Australia Strategy should, in principle, cover technologies that are known, emerging, and unforeseen, to ensure human rights protections into the future. A scoping exercise involving technical and legal experts could help establish how some technological fields (eg, health, aviation, biomedical) are treated in the Strategy to ensure complementarity with other oversight or regulatory processes.

The Commission concludes that the Digital Australia Strategy should include four key objectives:

- to uphold human rights and promote responsible innovation
- to guide effective regulation of the development and use of new technologies
- to build a firm foundation of public trust in new technologies
- to develop an Australian plan for education, training and capacity building to respond to new and emerging technologies.
4. Using artificial intelligence to make decisions

4.1 Summary

The use of artificial intelligence (AI) is changing how important decisions are made by government and the private sector. This has significant human rights implications.

Some uses of AI do not meaningfully engage anyone’s human, legal or other rights. For example, sophisticated AI is commonly used in computer games, which are developed purely for entertainment.

This Project has focused on the use of AI to make decisions that have legal or similarly significant effects on individuals. Such decisions are likely also to engage human rights in a more profound way.

It is difficult to overstate AI’s potential, or indeed the impact it is already starting to have. Australian governments are seeking to harness the potential of AI to drive better, more efficient services, products and more. At the same time, there is growing public concern that AI can be used in ways that cause harm.

Over the past two years, the Commission has consulted the community regarding the human rights implications of AI, especially where it is used in decision making that affects people’s legal and similarly significant rights.

In Part B of this Final Report, the Commission makes recommendations to ensure human rights are protected where AI is used in decision making—something that requires accountability. In particular, the Commission has concluded that AI-informed decision making should be lawful, transparent, explainable, used responsibly, and subject to appropriate human oversight, review and intervention.

This first chapter of Part B explores the critical importance of accountability in upholding human rights in AI-informed decision making. It sets out principles to promote and enhance accountability in this area.

The remaining chapters in Part B apply these principles:

- Chapter 5 considers legal accountability in respect of AI-informed administrative decision making—that is, the use of AI by government to make decisions
- Chapter 6 considers legal accountability in respect of AI-informed decision making by corporations and other non-government entities
- Chapter 7 addresses the role of co- and self-regulation to incentivise better human rights protections in the development and use of AI-informed decision-making systems
- Chapter 8 explores the problem of ‘algorithmic bias’ in AI-informed decision making, and how it can lead to unfairness and discrimination
- Chapter 9 focuses on the use of biometric surveillance, including through facial recognition technology.
Accountable AI: upholding human rights

Critical risks

- Biometric surveillance & facial recognition
- Algorithmic bias: addressing unfairness & discrimination

Promoting accountable AI

- Government procurement
- Human rights by design
- Voluntary standards, certification & regulatory sandboxes

Govt use of AI in administrative decisions

- Mandatory AI notification
- Mandatory human rights impact assessment
- Explainable AI: preserving a right to reasons
- Human review

Private sector use of AI

- Encouraging explainable AI
- Legal liability & court oversight
- Mandatory AI notification
- Encouraging human rights impact assessment
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4.2 AI and terminology

The term AI is widely used, especially in popular debate. However, AI does not have a precise, universally-accepted definition, nor does it refer to a single technology.

Most commonly, AI is understood as a cluster or ‘constellation’ of technologies and techniques, which include some forms of automation, machine learning, algorithmic decision making and neural network processing. The Organisation for Economic Cooperation and Development (OECD) Group of Experts describes AI as including a machine-based system that can, for a given set of human-defined objectives, make predictions, recommendations or decisions influencing real or virtual environments. It uses machine and/or human-based inputs to perceive real and/or virtual environments; abstract such perceptions into models (in an automated manner, eg with Machine Learning or manually); and use model inference to formulate options for information or action. AI systems are designed to operate with varying levels of autonomy.

The Commission acknowledges valid criticism that the term AI can be ambiguous and misleading. Given the term is so widely used, this Report refers to AI but, where practical, it refers to the relevant specific technologies or techniques associated with AI. In a similar way, the United Kingdom’s Information Commissioner’s Office (UK ICO), for example, uses the umbrella term AI, because it ‘has become a mainstream way for organisations to refer to a range of technologies that mimic human thought.’

While the technologies and techniques associated with AI have long histories, their capabilities have advanced with unprecedented speed in recent years. There are several reasons for this, not least the growing availability of large datasets, increased computing power and new programming and data analysis techniques.

This Project has focused primarily on the sorts of AI that exist now and foreseeably—sometimes referred to as ‘narrow AI’. It has not specifically considered the implications of speculative new forms of AI that might arise in the future, such as ‘artificial general intelligence’.

Some technologies and techniques associated with AI can significantly engage human rights when used in decision making. These include:

- **algorithms, mathematical formulae and computer code**, which are ‘designed and written by humans, carrying instructions to translate data into conclusions, information or outputs’.

- **machine learning and neural networks**, involving a computer program learning to undertake defined tasks using numerous examples in a dataset, detecting patterns in the examples. The computer program then uses those patterns to make inferences, predictions, recommendations or decisions for a new case or situation that was not included in the original data set. This process can be:
  - unsupervised learning, where the system is fed a dataset that has not been classified or categorised, and it identifies clusters or groupings
  - supervised learning, where a system is fed a categorised or classified data set that it uses to learn how to complete a task as instructed, or
  - reinforcement learning, where a system takes action within a set environment and assesses whether that action achieves its goals, and it learns, through this process, which action to take to achieve those goals.

- **automation** involving a computational system applying algorithms or other rules to particular fact scenarios in an automatic way. A decision-making system can be wholly automated, in which case it produces decisions without human involvement, or the system can produce inferences, predictions or recommendations, which a human will use to make a final decision.
4.3 AI-informed decision making

[a] What is AI-informed decision making?

The term ‘AI-informed decision making’ refers to:

i. a decision or decision-making process,
ii. that is materially assisted by the use of an AI technology or technique, and
iii. the decision or decision-making process has a legal or similarly significant effect for an individual.

The purpose of this definition is to bring into focus some critical ways in which technology and decision making combine to create human rights and accountability issues that need close attention by policy and law makers.

The Commission does not propose a statutory definition of AI-informed decision making. As a number of stakeholders observed, decisions are generally the proper subject of regulation, not the technology that is used to make those decisions. Consequently, it would be problematic to define or create legal rights and obligations by reference to whether or not a decision involved the use of AI.

[i] A decision or decision-making process

A person’s human rights can be affected by a decision, or by a decision-making process. That is, human rights might be engaged by an outcome, such as the rejection of a bank loan to an individual on the basis of their gender. Human rights may also be engaged by a process, such as the inclusion of race as a relevant weighted factor in an algorithmic tool determining the risk of reoffending. Both elements should be taken into account when seeking to safeguard human rights.

An example of an AI-informed decision-making process is highlighted in Figure 1.
[ii] Materially assisted by the use of AI

There are many ways in which AI may be used in decision making. In some cases, the use of AI will be central to the decision-making process, and the ultimate decision. For others, AI will have only a trivial impact on the decision-making process.

Sometimes it is clear that the use of AI was material in making a decision. Where, for example, all key elements of the decision-making process are automated, the use of AI is clearly material.

In other cases, the materiality of AI in the decision-making process can be more difficult to gauge. For example, AI can be used to generate a data point that a human decision maker then relies on to make the ultimate decision. While generally this will involve a material use of AI, the specific context is important. If, say, the human decision maker types their decision using a sophisticated word-processing application that was developed using AI, and the application simply records the decision, this use of AI (via the word-processing application) would not be material in the relevant sense.

[iii] Legal or similarly significant effect for an individual

The Commission is primarily concerned about decision making that engages human rights, and so this Final Report focuses on decisions that have a legal or similarly significant effect on an individual.

The phrase ‘legal or similarly significant effect’ is used in the EU’s General Data Protection Regulation (GDPR). The UK ICO states that a decision under the GDPR produces ‘legal effects’ if it affects an individual’s legal status or legal rights, such as the ability to access a social security benefit. A decision that has a ‘similarly significant effect’ has an equivalent impact on an individual’s circumstances, behaviour or choices, such as the automatic refusal of an online credit application.

The phrase ‘legal or similarly significant effect’ is therefore useful in delineating the categories of decision that are likely to engage human rights more broadly.
Box 1: Approaches to defining AI for policy or regulatory purposes

Governments, regulators and others have approached the protection of human rights in the context of AI in different ways. While some authorities overseas have chosen a precise definition of AI, others have adopted a risk- or context-based approach.

Some bodies distinguish between different types of technology. For example:

- The UK Information Commissioner’s Office has observed that AI refers to ‘various methods for using a non-human system to learn from experience and imitate human intelligent behaviour’. It distinguishes between AI, machine learning, and big data analytics, noting the subtle differences between these terms.\(^{132}\)

- The *Algorithm Charter for Aotearoa New Zealand* focuses on algorithms, which include analytical tools ranging from decision trees and regression models to more complex systems using machine learning, such as neural networks, to make advanced calculations and predictions.\(^ {133}\)

Some approaches focus on the approximation of human or intelligent thought. For example:

- France’s *AI National Strategy* states that AI ‘refers to a programme whose ambitious objective is to understand and reproduce human cognition; creating cognitive processes comparable to those found in human beings’.\(^ {134}\)

- Canada’s *Directive on Automated Decision-making* defines AI as ‘information technology that performs tasks that would ordinarily require biological brainpower to accomplish, such as making sense of spoken language, learning behaviours or solving problems’. An automated decision system is defined as ‘technology that assists or replaces the judgment of human decision-makers’.\(^ {135}\)

Other bodies have adopted a contextual approach to focus regulatory objectives. The European Commission’s Joint Research Centre, for example, has noted commonalities among the different definitions of AI adopted by government and industry:

- *Perception of the environment*, including the consideration of real-world complexity
- *Information processing*, including collection and interpretation of inputs
- *Decision making (including reasoning and learning)*, such as taking actions and performance of tasks with a certain level of autonomy
- *Achievement of specific goals*, which is the ultimate purpose of AI systems.\(^ {136}\)

Similarly, the work of the Australian National University’s 3A Institute on addressing the impact of AI focuses on ‘cyber-physical systems’, the core features of which are an ability to automatically sense the environment (drawing from IoT connect datasets or creating new data through sensing technology), to infer something from this data, and to act upon that data in a way that has real and unmediated effect in the world.\(^ {137}\)
4.4 AI-informed decision making and human rights

AI is increasingly being used in decision making in areas as diverse as criminal justice, advertising, recruitment, healthcare, policing and social services. While the use of AI can protect and promote human rights, such as by identifying and addressing instances of bias or prejudice that can be present in human decision making, the opposite can also be true, with AI also capable of reinforcing or exacerbating biases or prejudices.

Drawing on the Commission’s consultations and recent developments in science and law, this section considers some of the ways in which AI-informed decision making engages human rights. This includes both an impact on individual human rights, and how the use of AI is having a broader, systemic impact on groups and society itself.

(a) Impact on human rights

Until recently, public debate about AI and human rights focused almost exclusively on the right to privacy. However, the use of AI can affect a much broader range of civil and political rights, and economic, social and cultural rights.

For example, in June 2020 the United Nations (UN) Special Rapporteur on contemporary forms of racism, racial discrimination, xenophobia and related intolerance noted the growing use of digital technologies, including AI, to ‘determin[e] everyday outcomes in employment, education, health care and criminal justice, which introduces the risk of systemised discrimination on an unprecedented scale.”

The UN Special Rapporteur on the right to freedom of opinion and expression, and the UN Special Rapporteur on extreme poverty and human rights, have made similar reflections in their respective areas of focus. There is also growing academic and civil society work in this area.

In this section, the Commission considers three areas of government decision making where the use of AI poses particular human rights risks.
Automated government services

Governments in Australia and overseas are increasingly considering or using AI in service delivery. In September 2020, for example, the NSW Government released an AI strategy to guide its expansion of digital government service delivery. However, there remain risks. As a Council of Europe study observed, automation by government can reduce transparency and accountability, and increase the risk of arbitrary decisions.

The use of AI, and especially automation, in delivering government services can engage human rights including the right to social security and an adequate standard of living, the right to non-discrimination and equality, and the right to an effective remedy.

The UN Committee on Economic, Social and Cultural Rights has concluded the right to social security imposes an obligation on governments to ensure that eligibility criteria for social security benefits are ‘reasonable, proportionate and transparent’. Further, any ‘withdrawal, reduction or suspension’ of social security benefits should be circumscribed and ‘based on grounds that are reasonable, subject to due process, and provided for in national law’.

Case Study 1:
AI used in social services

Many stakeholders expressed strong views about the human rights implications of automation in the social security area. Particular concern was directed towards an Australian Government program of automated debt recovery in relation to social security payments. Some have called this program ‘Robodebt’.

The automated debt recovery system used an algorithm to identify any discrepancies between an individual’s declared income to the Australian Taxation Office, and the individual’s income reported to Centrelink. Where a discrepancy was identified, this was treated as evidence of undeclared or under-reported income, and a debt notice was automatically generated and sent to the individual.

A parliamentary inquiry concluded that this process resulted in some inaccurate debt notices. As this debt recovery program related to welfare or social security payments, these errors disproportionately affected people who were already disadvantaged or vulnerable. Drawing on its casework experience, Victoria Legal Aid submitted that the scheme was poorly designed, unfair, and undermined public confidence in government decision making.

On 29 May 2020, Services Australia announced all debts raised wholly or partly under the automated debt recovery system would be refunded; a total of $721 million across 470,000 debts would be refunded, affecting 373,000 people.

In November 2020, the Prime Minister announced the Australian Government would pay a further $112 million in compensation payments as part of an agreement to settle a class action lodged in November 2019. The Government also agreed, as part of the settlement, to not pursue the payment of an additional $398 million in debts that had been wrongly raised.
(ii) Risk assessment in criminal justice settings

Data-driven risk assessment tools are used increasingly to predict the likelihood of future criminal behaviour. These tools are starting to be rolled out in a number of countries to assist decision making in the criminal justice system, including decisions regarding sentencing, bail and post-sentence restrictions on people assessed as being likely to commit further crime.

The use of AI in the criminal justice system engages several human rights, including the right to equality and non-discrimination, the right to equality before the law, personal security and liberty, the right to privacy, the right to a fair and public hearing, the right to procedural fairness, and the presumption of innocence.158

Where these risk assessment tools use machine learning, there is a significant risk of algorithmic bias, unless this problem has been effectively addressed through the design of the relevant tool.159 A common problem is that a particular racial or ethnic group may have experienced disproportionate scrutiny by police over a long period of time, which in turn contributes to members of that group being convicted at a disproportionate rate for particular crimes. Where those statistics are used in training data to create risk assessment tools, these tools are likely to ‘learn’ that members of that group are more likely to commit crime.

Even where this problem is identified, it can be difficult to address, because of a related problem: the risk assessment tool could rely on an apparently unrelated factor, which is, in reality, a close proxy for racial or ethnic origin. For example, it is common for particular areas or postcodes to be populated by people of a similar racial or ethnic background. If a risk assessment tool takes account of postcode, this could have the indirect consequence of considering race or ethnicity.160 Accordingly, while some risk assessment and policing tools give the appearance of neutrality, they can reinforce discriminatory outcomes at scale.161

There remains a live debate among experts about how to address these problems effectively. Yet, in the meantime, governments in Australia and overseas are increasingly using these types of tools.162

In Australia, several stakeholders pointed to the disproportionately high number of Aboriginal and Torres Strait Islander peoples subject to the Suspect Target Management Program, an algorithm-based tool that NSW Police uses to identify individuals at risk of committing criminal offences.163 While revisions have since been made to the Suspect Target Management Program, and it has been the subject of further review, the criticisms of at least the original version of this tool remain relevant.164

In 2019, the Chicago Police Department decommissioned a predictive policing tool used to list and rank individuals at risk of committing violent crime.165 On reviewing the risk models, the City of Chicago Office of Inspector General found that the risk scores were unreliable as they were not updated regularly, and had poor data quality.166 The Inspector General also found that the tool risked entrenching discriminatory police practices and failed to reduce violence.167

As a number of stakeholders observed, there is often little publicly available information regarding how these risk assessment tools operate, and how they are used to make decisions.168 This can make it difficult, if not impossible, for individuals subject to these tools to challenge decisions about them, which can limit human rights including the rights to liberty and freedom of movement.169

In 2015, the New South Wales Civil and Administrative Tribunal accepted a request from a state police force not to release information relating to one of its risk assessment tools.170 In other cases, legal challenges have led to greater information being provided. In the United States, for example, a legal challenge to the New York Police Department’s refusal to provide records regarding the testing of predictive policing technologies led to the disclosure of documents that shed some light on some commercial software and algorithms used for predictive policing.171

Some who use these AI-informed risk assessment tools—especially from within the judiciary—have started to question their reliability.172 Such concerns have prompted calls to halt the use of these types of risk assessment tools in the criminal justice system, at least until effective human rights and accountability mechanisms are in place.
For example, a recent report by the US-based Partnership on AI concluded:

Using risk assessment tools to make fair decisions about human liberty would require solving deep ethical, technical, and statistical challenges, including ensuring that the tools are designed and built to mitigate bias at both the model and data layers, and that proper protocols are in place to promote transparency and accountability. The tools currently available and under consideration for widespread use suffer from several of these failures.\(^{173}\)

(iii) Risk assessment and automation in immigration settings

AI has been considered and used for immigration decision making in Australia, the United States, Canada, the United Kingdom and elsewhere. The use of risk assessments, predictive analysis, automated and algorithmic decision-making systems in an immigration context engages a range of human rights, including the rights to equality and non-discrimination, and the rights to life, liberty and security of the person. In some situations, it can also engage citizenship rights and the freedoms of expression, religion, association and movement.

In some jurisdictions, automated decision making is starting to be used to assist in determining an individual’s claim for asylum, and can augment or even supplant human discretion. This engages obligations under the UN Refugee Convention.\(^{174}\)

For example, the Canadian Government has used predictive analysis and automated tools to process immigration or visa applications in a way that engages a range of human rights, including the right to non-discrimination, as well as fundamental rules of procedural fairness.\(^{175}\) Immigration, Refugees and Citizenship Canada developed a ‘predictive analytics’ system to automate some evaluation of applications.\(^{176}\) The government department is using a form of automated system to triage applications into ‘simple’ and ‘complex’ streams.\(^{177}\) Applications classified as ‘complex’ are then flagged for further human review.\(^{178}\)

The UK Home Office recently abandoned an algorithmic decision-making tool used to grade entry visa applications. The tool assigned a risk rating to applicants, which then played a major role in the outcome of the application. A result was greater scrutiny, and processing time, for visa applicants from certain countries considered to be ‘high risk’.\(^{179}\) It was argued that biased enforcement and visa statistics reinforced which nationalities were considered suspect.\(^{180}\) Following a legal challenge by the Joint Council for the Welfare of Immigrants, the Home Office discontinued the use of the Streaming Tool pending a redesign of the process.\(^{181}\)

In Australia, s 495A of the Migration Act 1958 (Cth) (the Migration Act) permits the responsible Minister to ‘arrange for the use, under the Minister’s control, of computer programs’ to make a decision, exercise a power or comply with any obligation. The Minister will be taken to have made a decision, exercised a power or complied with an obligation where the relevant action ‘was made, exercised, complied with, or done … by the operation of a computer program’.

Section 495A was inserted into the Migration Act in 2001.\(^{182}\) The Explanatory Memorandum noted that complex decisions requiring discretionary elements, such as visa cancellations, would continue to be made by the Minister or a delegate, and that these types of discretionary decisions ‘do not lend themselves to automated assessment’.\(^{183}\) The Parliamentary Joint Committee on Human Rights, however, has expressed concern that the use of computer programs under the Migration Act may lead to the arbitrary deprivation of individuals’ liberty. In considering proposed changes to the Migration Act in 2018, the Committee queried whether an amendment to the Migration Act would result in a computer program exercising ministerial discretion, which may have led to the unlawful and arbitrary deprivation of an individual’s liberty.\(^{184}\)
(b) The impact of AI-informed decision making on society

It is increasingly recognised that there is a distinct risk of collective, or societal, harm from processes that use AI. Many stakeholders highlighted this point. The potential systemic harm ranges from the replication of historical societal inequality through algorithmic decision making, entrenching disadvantage, to the destabilisation of voting in democratic elections.

A number of commentators have expressed concern that the demonstrated capacity of AI to cause harm is disproportionately experienced by people who are already vulnerable and marginalised. The use of machine learning and predictive algorithms, to mine big datasets and make predictions about how a person may act, can have serious consequences, including to deny employment opportunities to certain groups of people, and even to deprive some people of their liberty.

Experts in computer science have repeatedly identified the implications of the ‘scored society’, where AI-powered decision-making tools ‘can narrow people’s life opportunities in arbitrary and discriminatory ways’, often unseen and undetectable, without any form of oversight. The Rapporteur for the Council of Europe’s Expert Committee on Human Rights Dimensions of Automated Data Processing and Different Forms of Artificial Intelligence, Professor Karen Yeung, warns of the collective and cumulative impacts of contemporary applications of data-driven technologies which, when undertaken systematically and at scale may, over time, seriously erode and destabilise the social and moral foundations that are necessary for flourishing democratic societies in which individual rights and freedoms can be meaningfully exercised.

The Rapporteur urged a focus on ‘our collective responsibility to attend to the socio-technical foundations of moral and democratic freedom’ and on the way in which the cumulative impact of these types of technologies could ‘fundamentally undermine the “moral and democratic commons” … without which human rights and fundamental freedoms cannot, in practice, be realised or asserted’.

4.5 A framework for regulation

Stakeholders clearly acknowledged that AI-informed decision making should comply with human rights. There is also strong support in the Australian community for regulatory reform to be pursued, where necessary, to achieve this aim.

The Commission recognises that there are important federal and state government initiatives related to accountable AI-informed decision making that are running alongside this Project. The recommendations in this Final Report are intended to complement that work.

The UN High Commissioner for Human Rights has advocated a ‘smart mix’ of regulatory measures to protect human rights in the context of new and emerging technologies such as AI. This means considering how to protect human rights most effectively at every important stage of the AI ‘lifecycle’—that is, in designing, developing and using AI-informed decision-making systems (see Figure 2, below).
In the remainder of Part B, the Commission considers how regulation can be most effective at each of the relevant stages of the AI lifecycle.

\[(a)\] **Addressing challenges to regulation**

Some stakeholders referred to challenges in developing effective regulation to promote accountability in AI-informed decision making.197 Industry stakeholders in particular were wary of regulation that may stifle innovation or weaken the digital economy.198 Some objected to any form of regulation in this area; others had more specific concerns that regulation may not be capable of responding to technical challenges associated with AI.199

On the other hand, laws already regulate many forms of government and non-government decision making. Whether AI is used in those decision-making processes should not dilute or displace those laws. The first step should be to apply these existing laws more effectively. As the High Court of England and Wales observed in the first legal challenge to the use of facial recognition technology in 2019:

The fact that a technology is new does not mean that it is outside the scope of existing regulation, or that it is always necessary to create a bespoke legal framework for it.200
The Commission supports growing Australia’s digital economy. However, that objective does not justify opposing any or all regulation in this area. Laws to promote accountability and to protect human rights already exist in Australia and internationally. In developing and using new forms of technology, we must ensure that those most basic laws continue to be observed.

While laws already govern many forms of decision making, especially by government, some reform is needed to ensure that human rights are upheld in the use of AI-informed decision making.201

(b) Applying a human rights approach

This Project has used the human rights framework to understand some of the policy and legal challenges posed by AI-informed decision making, and to frame an appropriate response. Stakeholders generally supported this approach.202 Some argued that a human rights approach can guard against the risks posed by AI-informed decision making, such as the ‘potential to lose sight of the fundamental dignity of human beings’ when people are treated as ‘data points rather than individuals’.203

This message is also reflected in recent opinion poll research. In July 2020, the Commission engaged Essential Media to undertake polling on trust in the use of AI to make decisions. Over three quarters of people surveyed said that they would have more trust in an automated government decision if there were stronger oversight measures, such as a clear right of appeal, human checks, limitations on personal information sharing within and outside government, and stronger laws to protect human rights.204

When the Australian Government makes an automated decision that affects you:

- 87% support a right to appeal the decision
- 88% want reasons for the decision
- 85% want to know the decision was automated

In the Office of the Australian Information Commissioner’s *Australian Community Attitudes to Privacy Survey 2020*, survey participants strongly favoured accountability when AI is used in decision-making processes. 84% of participants strongly agreed that Australians have a right to know that a decision affecting them is made using AI technology; 78% believed that when AI is used to make, or assist in making, decisions, individuals should be informed what factors and personal information any algorithm considered and how these factors were weighted. The survey also found that 82% of Australians consider there should be a right to human review of any decision made using AI, ‘even if this costs the organisation money’.

Similarly, the majority of individuals recently surveyed by the Monash Data Futures Institute indicated they ‘totally agreed’ with the need for industry guidelines and/or new legislation to address possible harms associated with the use of AI, including to ‘make sure AI systems are safe, trustworthy, and aligned with human values’. That research also suggested the need for bodies that are trusted in this area to take a more central role in policy and regulation relevant to AI. One of those was the Australian Human Rights Commissioner, and survey respondents identified the Commissioner as one of the most trustworthy figures to manage the development and use of the AI in the best interests of the public.

In this Final Report, the Commission primarily applies international and domestic human rights law. This Report also refers to authoritative guidance, including the UN’s Guiding Principles on Business and Human Rights.

International human rights law is almost universally accepted as an authoritative legal standard. Over the last 70 years, it has been remarkably adaptable, providing important guidance in protecting humans from a wide range of harms. As is increasingly recognised internationally, ensuring international human rights law principles are effectively applied to AI-informed decision making presents a strong foundation for any liberal democratic government’s response to the rise of AI.

While there might be some gaps in the existing body of international human rights law which need to be filled, it is not apparent that an entirely new human rights framework needs to be developed to address the rise of AI. The Commission cautions against starting a new debate about ideas such as ‘fairness’ in the use of AI without paying due regard to the existing requirements of international human rights law.

International law requires nation states to provide for an effective remedy where an individual suffers a human rights violation. Effective remedies include judicial and administrative remedies, such as ordering compensation or an apology, and preventive measures that may include changes to law, policy and practice. Effective remedies for human rights breaches fall under the accountability principle, which is central to a human rights approach. A human rights approach also requires effective mechanisms to prevent human rights being violated.

In the following chapters, the Commission seeks to apply three key principles to how the Australian Government and private sector should design, develop and use AI in decision making that affects people’s human rights:

- **International human rights should be observed.** The Australian Government should comply with human rights in its own use of AI, and it should also ensure that human rights protections are enforced for all entities that use AI.

- **AI-informed decision making should be used in ways that minimise harm.** AI-informed decision-making systems should be tested before they are used in ways that could harm individuals, and those systems should continue to be monitored as they operate.

- **AI-informed decision making should be accountable in how it is used.** An individual affected by an AI-informed decision should be given reasons for the decision, to enable them to understand the basis of the decision, and they should be able to challenge any decision that they believe to be wrong or unlawful.
There was support among stakeholders for the adoption of these three principles.\textsuperscript{218} This approach also draws on work in other jurisdictions that have sought to apply the human rights framework to guide regulatory responses to the use of AI, such as the Council of Europe.\textsuperscript{219}

\section{Identifying the correct regulatory object}

The human rights impact of AI depends on how it is used. As AI can be used in almost every conceivable form of decision making—banking, social security, criminal justice, employment, to name just a few areas—regulation should be framed by reference to the contexts in which AI is used.

\subsection{Regulating technologies or outcomes?}

One option is to seek to regulate AI itself, by regulating particular technologies and techniques associated with AI. There are some examples of this approach in proposals overseas, such as the draft algorithmic accountability laws highlighted in Box 1.\textsuperscript{220}

Generally speaking, the Commission opposes that approach for three main reasons. First, the current and potential use of AI is almost limitless, so it would be very difficult to identify general legal principles that would apply to all scenarios.

Secondly, AI is not a term of art. This makes it difficult, if not impossible, for legislation dealing with AI to be drafted with sufficient precision to give clarity and certainty to those who must follow, apply and enforce it.

Thirdly, people are primarily affected by how technology is used. It can stifle innovation unnecessarily to require that a particular activity (such as making a decision) be undertaken only via a single means, or a single technology, or a single way of applying that technology.

Instead, the focus of regulation should be on outcomes. Under this approach, a law might require, for example, that a particular type of decision be procedurally fair and take into account certain matters, but the law would not seek to constrain the decision maker in precisely how they must afford procedural fairness nor precisely when, where and how the particular matters must be considered. A further benefit of this approach is that it directs attention towards how current laws, which have long existed to protect human and consumer rights, could be applied more effectively.

However, there are exceptions to this general approach. Some uses of AI pose such a significant risk to human rights that urgent, direct regulation is needed.

Some stakeholders suggested that specific laws might be needed regarding the use of AI in high-risk areas such as refugee status determinations,\textsuperscript{221} or autonomous weapons.\textsuperscript{222} Chapter 9 considers the use of facial recognition and other types of biometric surveillance technology in contexts such as policing.\textsuperscript{223}

\subsection{A contextual approach}

Regulation must take account of what decisions are made using AI. The Allens Hub for Technology, Law and Innovation pointed out that what is important is context. This includes both the technological context (for example, the use of machine learning or other data-driven inferencing techniques) and the broader context (such as whether a decision is made in the public or private sector). It is this context that should determine any legal or regulatory response.\textsuperscript{224}

In considering this context, a number of factors need to be taken into account. As the AI Now Institute observed, the starting point should be to consider ‘the perspective of the individuals and communities who are at the receiving end of these systems’.\textsuperscript{225} The ‘scope of regulation should be determined based on the nature and impact of the AI system’, with a particular focus on decision-making systems that have ‘an impact on opportunities, access to resources, preservation of liberties, legal rights, or ongoing safety of individuals, groups or communities’.\textsuperscript{226}
Applying this approach to the specific area of facial recognition, a proposed consumer protection law in the US state of Washington would apply to the use of facial recognition in decisions involving denial of consequential services or support, such as financial and lending services, housing, insurance, education enrolment, criminal justice, employment opportunities, and health care services.²²⁷

In other words, regulation should be calibrated to take account of the context and especially the risk of the relevant area of AI-informed decision making.

**Box 2: Regulation that considers context and risk**

There is broad support in Australia and overseas for regulation targeting high-risk types of AI-informed decision making.

Within the technology industry, some key companies support this approach:

- Microsoft emphasised that a risk-based approach could consider the potential of AI to infringe human rights and ensure a focus on evaluating potential impacts.²²⁸
- Amazon Web Services argued that high-risk uses of AI should be regulated differently from uses of AI that pose a low risk to human rights.²²⁹
- Element AI suggested a focus on use of AI that could lead to unlawful discrimination and other threats to individual wellbeing.²³⁰

Several governments overseas have adopted risk-based approaches, including:

- The European Commission’s 2020 *White Paper on AI* proposes a risk-based approach to AI to ensure that any regulatory intervention is proportionate.²³¹ ‘High-risk’ applications of AI include those in sectors such as health, security or justice, and where the application of the AI can result in discrimination.²³²
- New Zealand’s *Algorithm Charter* includes a commitment ‘to take a particular focus on those algorithms that have a high risk of unintended consequences and/or have a significant impact if things do go wrong, particularly for vulnerable communities’.²³³ Where an algorithm is employed by a government agency in a way that might significantly affect the ‘wellbeing of people’, or there is a ‘high likelihood many people will suffer an unintended adverse impact’, the Charter must be followed.²³⁴ This requires the algorithm to be used transparently, be focused on people, and take into account privacy, ethics and human rights.
- The Canadian *Directive on Automated Decision-Making* seeks to reduce the risk of AI-informed decision-making systems for individuals.²³⁵ It requires government departments to undertake an impact assessment prior to deploying an automated decision-making system.²³⁶ This assessment considers risk factors such as the rights, health or well-being of individuals or communities. Where a system is assessed as having a ‘high impact’—decisions that will ‘often lead to impacts that are irreversible, and are perpetual’—AI cannot be deployed without specific safeguards, such as ‘human intervention points during the decision-making process’, with the final decision made by a human.²³⁷
[d] Promoting accountability

An AI-informed decision is first and foremost a decision. It is certainly no less a decision than a conventional decision—that is, a decision where AI is not materially used in the decision-making process.

Accountability involves ensuring that the law is followed in a decision-making process. It includes both a corrective function, facilitating a remedy for when someone has been wronged, as well as a preventive function, identifying which aspects of a policy or system are working and what needs adjustment.

The Commission has identified five key questions that need to be answered in the affirmative to promote accountability in respect of AI-informed decision making. These do not impose additional requirements on AI-informed decision making, as compared to other decisions. Rather, considering these questions in the development of any new AI-informed decision-making system will help to ensure that accountability can be maintained when the system is used in practice.

In the Commission’s consultation process, stakeholders agreed on the central importance of AI-informed decision making being accountable, and on the elements of accountability set out by the Commission. The remaining chapters in Part B seek to promote accountability in the use of AI-informed decision making.

Box 3: How to promote accountability in AI-informed decision making?

The following five questions will help determine whether an AI-informed decision-making system is accountable.

1. *Does the AI-informed decision-making system produce lawful decisions?* Decision making must comply with all laws applicable to the decision making in question. For government decisions in particular, there must usually be an explicit source of legal authority for the decision.

2. *Is the decision making transparent?* There should be transparency about when and how government and other bodies use AI to make decisions.

3. *Can reasons or an explanation be provided for the decisions?* It is always good practice, and it is sometimes required by law, to produce reasons or an explanation for decisions.

4. *Is it clear who is legally responsible for a decision?* While legal liability for decision making is usually clear, there are some situations where this needs to be made explicit, especially in AI-informed decision making.

5. *Is there appropriate human oversight and review?* It is important to include human review to correct for errors and other problems in an AI-informed decision-making process, and for humans to monitor and oversee the use of AI at the system level.
5. Legal accountability for government use of AI

5.1 Summary

This chapter focuses on how the law can ensure that government complies with human rights, and acts accountably, where it uses AI to make administrative decisions. It addresses four key elements of accountability.

First, there needs to be a rigorous process of planning and testing before government uses AI to make administrative decisions. In light of leading research on algorithmic and human rights impact assessments, the Commission recommends legislation to require government bodies to undertake a thorough process of planning, testing, monitoring and evaluation in respect of any proposed new AI-informed decision-making system.

Secondly, greater transparency is needed in the use of AI by government. The Commission recommends that government bodies be required to notify any affected individual where AI is materially used in a process to make an administrative decision. In addition, at the systemic level, this chapter urges an independent audit of all current or proposed use of AI-informed decision making by the Government.

Thirdly, individuals affected by administrative decisions generally have a right to reasons for those decisions. Reasons help an affected individual understand the basis of an administrative decision, and to challenge that decision if necessary. The Commission recommends a clarification of the law to ensure that any existing right to reasons continues to apply to AI-informed administrative decisions.

Fourthly, this chapter considers the role of human oversight and review in respect of AI-informed administrative decisions. The Commission recommends that, where merits review is not already available, people should be able to appeal AI-informed administrative decisions to an appropriate independent merits review tribunal.
Legal accountability for government use of AI

- Mandatory human rights impact assessment [Rec 2]
- Audit of government use of AI [Rec 4]
- Notification [Rec 3]
- Guidance on explainable AI [Rec 7]
- Explainable use of AI [Rec 6]
- No ‘black box’ AI [Rec 5]
- Human oversight, intervention & review
- Lawful
- Transparent
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5.2 Lawfulness

**RECOMMENDATION 2:** The Australian Government should introduce legislation to require that a human rights impact assessment (HRIA) be undertaken before any department or agency uses an AI-informed decision-making system to make administrative decisions.

An HRIA should include public consultation, focusing on those most likely to be affected. An HRIA should assess whether the proposed AI-informed decision-making system:

(a) complies with Australia’s international human rights law obligations

(b) will involve automating any discretionary element of administrative decisions, including by reference to the Commonwealth Ombudsman’s *Automated decision-making better practice guide* and other expert guidance

(c) provides for appropriate review of decisions by human decision makers

(d) is authorised and governed by legislation.

Some government decisions are not ‘administrative decisions’ or, for other reasons, they may fall outside the ordinary administrative law accountability regime. For example, a decision by a government minister to introduce a bill into parliament or to adopt a particular policy generally would not be subject to administrative law accountability.

The legal authority for administrative decision making has two elements:

- the authority, or source of power, to make an administrative decision in a particular area
- any requirements for *how* the decision may be made.

Generally, the law dealing with these issues will apply, regardless of how the relevant administrative decisions are made, or the technology used to make the decisions.

Given the risks associated with AI and especially automation, the Commission considers that careful planning should be undertaken before the Government adopts an AI-informed decision-making system for administrative decisions. Specifically, the Commission recommends that a human rights impact assessment (HRIA) be mandatory before a new AI-informed decision-making system is adopted by a government body to make administrative decisions.

**[a] Authority or source of power**

Government officials need to be granted legal power or authority before they can make administrative decisions. That source of power, which is usually provided for in legislation, will generally specify:

- the scope of the decision-making power—in other words, the types of administrative decisions that may be made
- who may exercise the power
- any particular conditions or requirements on how the power should be exercised.
For example, legislation may give the Deputy Commissioner of Taxation power to decide whether to grant a taxpayer an extension of time to pay a tax debt. The legislation may allow the Deputy Commissioner of Taxation to delegate that decision-making power to certain office holders in the Australian Tax Office, and the legislation may also specify that a taxpayer should be given a hearing before a decision is made that affects them.

It would be unusual for such legislation to specify the technology that may or may not be used in the decision-making process. However, this is starting to change. For example, some legislation authorises the use of ‘computer programs’ to make certain types of administrative decisions in areas such as tax and migration. Some doubt, however, that such provisions permit the use of fully-automated decisions.

Stakeholders supported the suggestion that the Government should be required to legislate for the use of any AI-informed decision-making system and include adequate human rights protections.

It was noted that some legislation already governs administrative decision making, regardless of the technology used in the decision-making process. Such legislation generally could be applied to AI-informed decision making, with any amendments made as needed.

(b) AI, automation and the problem of discretion

Government decision makers rarely have complete, unfettered discretion regarding how they make administrative decisions. The decision maker almost always will be required to follow certain processes in making decisions. Those processes are set out in a combination of legislation, the common law and policy documents.

Many of the legal requirements that an administrative decision maker must follow, such as taking into account certain factors and ignoring other factors, may present no particular barrier to the use of AI in decision making. However, some requirements can present difficulties when AI is used in the decision-making process.

Among the various forms of AI, automation is increasingly being used by government to improve the consistency, accuracy and efficiency of administrative decisions. These are legitimate goals. Nevertheless, the use of AI, and especially automation, in government decision making can present challenges for human rights and administrative law—especially where a decision involves the exercise of discretion.

The Parliamentary Joint Committee on Human Rights suggested that laws allowing for ‘computer programs’ to make administrative decisions could disproportionately affect human rights where the decision involves an element of discretion. This has been echoed by a number of expert commentators and civil society bodies.

Similarly, the Hon Justice Melissa Perry has observed that discretion in administrative decision making can involve ‘complex and subtle questions’ that may be ‘beyond the capacity of an automated system to determine’. She warned:

It is not difficult to envisage that the efficiencies which automated systems can achieve, and the increasing demand for such efficiencies, may overwhelm an appreciation of the value of achieving substantive justice for the individual. In turn this may have the consequence that rules-based laws and regulations are too readily substituted for discretions in order to facilitate the making of automated decisions in place of decisions by humans.

On the other hand, the Hon Robert French AC has observed that AI-informed decision-making systems can exercise ‘a kind of discretionary function’, such as a machine learning system that predicts or determines outcomes by the application of an algorithm.

In guidance to government agencies issued in 2019, the Commonwealth Ombudsman urged caution about some aspects of automation in administrative decision making:

It is possible for an automated system to make decisions by using pre-programmed decision-making criteria without the use of human judgement at the point of decision. The authority for making such decisions will only be beyond doubt if specifically enabled by legislation.
The Ombudsman advised that automating a part of a government decision-making process will not be suitable where it would:

- contravene administrative law requirements of ‘legality, fairness, rationality and transparency’
- contravene privacy, data security or other legal requirements (including human rights obligations)
- compromise accuracy in decision making, or
- ‘significantly undermine public confidence in government administration’.

Some overseas jurisdictions have established specific safeguards for the use of automation in decision making. For example, the GDPR prevents individuals, with some exceptions, from being subjected to a decision ‘based solely on automated processing, including profiling’ where that decision produces a legal or similarly significant effect. The UK ICO’s guidance on the GDPR states that to be considered ‘solely automated there must be no human involvement in the decision-making process’.

Other jurisdictions have established risk assessment frameworks to avoid the harmful use of automation. For example, the Canadian Government’s Directive on Automated Decision-Making requires a public algorithmic impact assessment to indicate whether the proposed use of automation will have a low, moderate, high or very high impact on individuals, including their human rights.

There are more onerous requirements for high-risk activities. For instance, where the decision in question is assessed to have a high or very high risk, it will be necessary to provide for ‘specific human intervention points during the decision-making process; and the final decision must be made by a human’. A similar risk assessment process has more recently been proposed for the European Union.

In the course of the Commission’s consultation, some stakeholders expressed concern about the use of automation in at least some forms of administrative decision making. This included situations where the risk to human rights is particularly high, such as in the use of autonomous weapons, or where the exercise of discretion is necessary.

**[c) Benefit to the community and consultation**

Introducing legislation to enable AI to be used in a particular area of administrative decision making does not necessarily make it desirable to use AI, even where the legislation includes safeguards. The Commission also consulted on mechanisms to require the Government to assess whether, in the particular situation, the use of AI is likely to lead to better—more reliable, more efficient, safer—administrative decisions than existing or alternative ways of making those decisions.

Some stakeholders thought a cost-benefit analysis could be helpful in determining whether the use of AI would be appropriate. However, most stakeholders instead favoured a more explicit and targeted human rights assessment. The Commission agrees with this view.

There was strong support for community consultation in any such assessment process, with stakeholders noting that this could help to build public trust and transparency. Several referred to learning from past experience, including the so-called ‘Robodebt’ process for automated recovery of social security debts, as evidence of the need for public consultation, both with vulnerable consumers and with those charged with deploying AI-informed decision making.
Stakeholders considered that public consultation should take place before and during the early stages of implementation. In particular, there was support for using human rights by design principles, and processes such as algorithmic impact assessments or HRIAs.

HRIAs are increasingly used in the context of AI, including algorithmic and automated decision making. Some initiatives have arisen from the private sector, others from government or non-government organisations. For example, the Australian Government’s AI Ethics Principles refer to AI systems respecting human rights, throughout the AI lifecycle, including the careful consideration of risk.

A smaller number of stakeholders considered public consultation to be impractical or unnecessary, pointing to problems of cost and time.

[d] Conclusion: need for mandatory human rights impact assessments

The Commission recommends the Government be required to undertake an HRIA before adopting a new AI-informed decision-making system to make administrative decisions.

This approach aligns with the advice of expert authorities, such as the Council of Europe’s Commissioner of Human Rights, who recently recommended a legal framework for HRIAs that are directed towards AI-powered systems ‘acquired, developed and/or deployed’ by public authorities.

While administrative decisions are generally made by government agencies, there is an increasing trend for decisions to be made by government business enterprises and non-government entities. The Commission considers that an HRIA should be required for the use of AI in all administrative decisions made by or on behalf of government.
The Commission recommends that an HRIA in this area include at least four key elements.

**First**, the assessment should take a risk-based approach, drawing on experience elsewhere. For example, in one of the first challenges under human rights law of its kind, a Dutch court found the use of an automated risk assessment tool to prevent and detect welfare fraud breached the right to family and private life under the European Convention on Human Rights.²⁶⁹

In evidence submitted to those court proceedings, the UN Special Rapporteur on extreme poverty and human rights noted the rapid expansion of digitisation of the welfare state and, in this particular case, observed that the tool was predominantly used in areas with high concentration of poorer and vulnerable groups.²⁷⁰

The Special Rapporteur identified specific concerns with this tool, for instance the absence of procedural safeguards regarding its use and a lack of transparency, including government denial of access to information about the risk model, such as the algorithm it used, the precise indicators and input data the model used, and the exact output it produced.²⁷¹ The Special Rapporteur made the general conclusion that ‘digital tools are being mobilised to target disproportionately those groups that are already more vulnerable and less able to protect their social rights’.²⁷²

The Australian Government should rigorously assess the risks associated with using AI, and especially automation, in any administrative decision-making process. Particular attention should be directed towards expert guidance, especially the Commonwealth Ombudsman’s *Automated decision-making better practice guide*.

**Secondly**, the Government should consult the public on the proposed new system for making decisions. When it comes to AI-informed decision making, the importance of consultation with the public, particularly those who are most likely to be affected, has been widely recognised.

The Australian Government’s *AI Ethics Principles* contemplate consultation with stakeholders to ensure AI systems are ‘inclusive and accessible’ and do not unfairly discriminate.²⁷³ Similarly, the Council of Europe Human Rights Commissioner has recommended public consultation at various stages of the deployment of an AI system, and at a minimum during the procurement and HRIA stages.²⁷⁴ The NSW Government has also noted that co-designed AI services will build public trust:

> Community consultation and collaboration on service design is essential. Communities have the right to influence government decision-making where those decisions, and the data on which they are based, will have an impact on them.²⁷⁵

**Thirdly**, the Government should form a considered view about the human rights impact of the proposed use of AI, and especially automation, in the specific area of administrative decision making, and proceed only if there is sufficient confidence that the system would not breach human rights. This proposed assessment could draw from the strengths of analogous processes, such as privacy impact assessments under Australian privacy law.²⁷⁶ Similarly, modern slavery legislation requires human rights due diligence and risk assessment processes to be conducted.²⁷⁷

**Fourthly**, where the Government decides to proceed with an AI-informed decision-making system for administrative decisions, the HRIA should ensure there is legislation that regulates this process, including any safeguards necessary to protect human rights.

Finally, a related question is: *How should an HRIA be undertaken?* Some types of HRIA are already part of Australian law and practice. These are a part of Australian parliamentary processes;²⁷⁸ privacy impact assessments under privacy legislation;²⁷⁹ and as part of human rights due diligence under modern slavery legislation.²⁸⁰

When an Australian Government department or agency undertakes an HRIA, often it would be practical to do so as part of the same process that is followed in preparing a ‘statement of compatibility’ under pt 3 of the *Human Rights (Parliamentary Scrutiny) Act 2011* (Cth).²⁸¹ The proposed AI Safety Commissioner (see Part C) could provide guidance for government on this issue.
5.3 Transparency

**RECOMMENDATION 3:** The Australian Government should introduce legislation to require that any affected individual is notified where artificial intelligence is materially used in making an administrative decision. That notification should include information regarding how an affected individual can challenge the decision.

**RECOMMENDATION 4:** The Australian Government should commission an audit of all current or proposed use of AI-informed decision making by or on behalf of Government agencies. The AI Safety Commissioner (see Recommendation 22), or another suitable expert body, should conduct this audit.

The Commission uses the term ‘transparency’ to refer to people being made aware when AI is used in decision making that affects them. Transparency about how the government is making decisions, including through the use of AI, can help individuals protect their basic rights and is central to the principle of open government.

Similarly, the Australian Government’s *AI Ethics Principles* include a ‘transparency and explainability’ principle to promote ‘responsible disclosure’ so that people know when they are being significantly affected by the use of AI.

The Commission makes two key recommendations to improve the transparency of government use of AI. First, the Government should be required to notify any affected individual where AI is materially used in a process to make an administrative decision. Secondly, there should be an independent audit of all current or proposed use of AI-informed decision making by the Government, to ensure the quality and safety of such systems.

**[a] Notification of the use of AI**

The Discussion Paper suggested a new notification requirement: that an affected individual be informed where AI is materially used in a decision that has a legal, or similarly significant, effect on the individual’s rights. There was general support for this proposal.

Stakeholders noted that a lack of transparency about the use and operation of AI-informed decision-making systems can make it difficult for individuals to enforce their rights. This restricts the ability of an individual to challenge a decision and therefore goes against fundamental values of administrative law. Transparency regarding the use of AI in decision making can also build public trust, and address historical breaches of that trust.

Some considered that simply notifying affected individuals that AI has been used in a decision-making process may be insufficient. It was suggested that notification should be accompanied by additional information—such as how to challenge the decision or seek a remedy, or more specific detail regarding how the decision-making process relied on AI. Notification that does little to inform individuals in a meaningful way, or is simply ‘default information’, may just cause ‘notice fatigue’.

5. Legal accountability for government use of AI
Other stakeholders raised cost concerns. There could be a high number of notifications as AI is used more and more in decision making. While acknowledging the cost, others considered that this should not deter a notification requirement, with some pointing to existing notification requirements in other important areas of government decision making, such as in some forms of healthcare. Exceptions are sometimes used to avoid the risk that the notification requirement could pose a burden that is disproportionate to the benefit for those notified.

(b) An audit of government use of AI

The Commission’s consultation suggested a more general need for better information about how the Australian Government uses AI in decision making. The Discussion Paper proposed a comprehensive audit of how AI is being used in government decision making, and the existing protections to ensure that such AI-informed decision making upholds human rights.

There was support for this proposal. A comprehensive audit was seen as beneficial in promoting transparency of government use of AI, which in turn could build trust and enable citizen participation in the evolution of the government’s technology agenda.

Others observed that such an audit would be a major undertaking and argued that the focus should instead be on building capacity across government to understand and address the risks of AI-informed decision making. Some stakeholders argued that while an audit may be important, it is just as important to continue monitoring the use of an AI system following implementation. Information from ongoing monitoring should be regularly made public.

(c) Conclusion: steps to improve transparency

Individuals should be made aware when they are the subject of AI-informed decision making, especially when that decision was made by government. Throughout the Project, stakeholders strongly favoured transparency regarding the use of AI in administrative decisions. It is important that individuals know when the use of AI is material in the making of decisions affecting them.

There is evidence of emerging public expectations in this area. In polling undertaken for the Commission in 2020, 85% of survey participants indicated it was very important, or somewhat important, to be informed that a computer program has made an automated decision affecting them.

It is also important to ease the burden on individuals who may seek to challenge an AI-informed decision affecting them. Accordingly, individuals should be equipped not only with knowledge regarding the use of AI-informed decision making, but also with avenues to obtain further information about that process, including whether there are any rights to challenge or appeal the decision that has been made.

Transparency in this area would also be improved by presenting a clear picture of how the Government currently uses AI to make decisions. To this end, the Commission recommends an audit of all current or proposed use of AI-informed decision making by government.

Australian governments are seeking to increase the use of AI in delivering government services, including as a way of advancing Australia’s economic recovery from the COVID-19 pandemic. The Australian Government’s AI Action Plan notes:

> AI will ... provide opportunities for governments. Government policy will be improved by better risk assessment and forecasting. Routine administrative tasks could be automated with more complex service delivery handled by people. This will reduce administrative costs for government and regulatory burden for businesses, while providing opportunities for more personalised service delivery.

However, little is publicly known about how AI is currently used by government. There is also little public knowledge about how government assesses risks associated with AI, or the steps taken to address those risks.
More transparency has begun to emerge in other democracies. The New Zealand Government, for example, released an Algorithm Assessment Report in 2018, detailing the use of algorithmic decision-making by government departments. A similar exercise has recently been undertaken in the United Kingdom. In other jurisdictions, civil society organisations have attempted to comprehensively map the use of AI, in circumstances where government disclosure has been inadequate.

The Commission recommends that the Australian Government appoint the AI Safety Commissioner (see Recommendation 22), or another suitable expert body, to conduct an audit of all current or proposed use of AI-informed decision making. The audit should be made public, and include information about what AI-powered decision-making tools are being used. It should also include information on any testing, monitoring and evaluation of such tools, including steps taken under relevant law and policy, such as the use of procurement rules and Privacy Impact Assessments.

5.4 Explainability or a right to reasons

**RECOMMENDATION 5:** The Australian Government should not make administrative decisions, including through the use of automation or artificial intelligence, if the decision maker cannot generate reasons or a technical explanation for an affected person.

**RECOMMENDATION 6:** The Australian Government should make clear that, where a person has a legal entitlement to reasons for a decision, this entitlement exists regardless of how the decision is made. To this end, relevant legislation including s 25D of the Acts Interpretation Act 1901 (Cth) should be amended to provide that:

(a) for the avoidance of doubt, the term ‘decision’ includes decisions made using automation and other forms of artificial intelligence

(b) where a person has a right to reasons the person is entitled also to a technical explanation of the decision, in a form that could be assessed and validated by a person with relevant technical expertise

(c) the decision maker must provide this technical explanation to the person within a reasonable time following any valid request.

**RECOMMENDATION 7:** The Australian Government should engage a suitable expert body, such as the AI Safety Commissioner (see Recommendation 22), to develop guidance for government and non-government bodies on how to generate reasons, including a technical explanation, for AI-informed decisions.
Australian law generally, but not always, requires administrative decision makers to provide reasons for their decisions.

However, it can be difficult to generate reasons or an explanation for the outputs—including inferences, recommendations and decisions—produced by AI-informed decision-making systems. Indeed, the use of AI can obscure the rationale or reasons for a decision, which in turn can frustrate a legal right to reasons. This problem is often referred to as ‘opaque’ or ‘black box’ AI.

The concept of ‘explainability’ has arisen as a solution to this problem. The UK ICO explores some of the different ways of explaining AI decisions, and important contextual factors that must be considered.

There is growing awareness of the importance of explainable AI in underpinning accountability. The OECD Guiding Principles on AI, for example, include commitments to ‘transparency and responsible disclosure regarding AI systems’ and to guaranteeing the provision of ‘meaningful information, appropriate to the context, and consistent with the state of art’. This information should enable an affected person to ‘understand the outcome’ and to challenge that outcome ‘based on plain and easy-to-understand information on the factors, and the logic that served as the basis for the prediction, recommendation or decision’.

The Australian Government’s AI Ethics Principles includes a requirement of explainability, which is intended to provide ‘reasonable justifications for AI systems outcomes’, including ‘information that helps people understand outcomes, like key factors used in decision making’.

Similarly, the IEEE has acknowledged the need ‘to characterise what ... algorithms or systems are going to do via transparent and traceable standards’, which may include:

- preferential adoption of effective design methodologies for building ‘explainable AI’ (XAI) systems that can provide justifying reasons or other reliable ‘explanatory’ data illuminating the cognitive processes leading to, and/or salient bases for, their conclusions.

In the Commission’s view, AI-informed administrative decisions should be treated like other administrative decisions in terms of a person’s right to reasons. While there may be a case for requiring greater transparency for AI-informed decision making by government, at the very least where the right to reasons exists in Australian law, it should not be diluted or undermined simply because AI was used in the process of making an administrative decision.

This section contains three recommendations to apply that principle:

1. The Government should not be permitted to use black box or opaque AI in administrative decision making, if the result is that the relevant authority cannot generate reasons for their decisions.
2. The Government should introduce legislation to clarify that any existing entitlement to reasons for a decision should apply to AI-informed decisions, and that a technical explanation for such decisions should be available on request.
3. The Government should provide guidance on how to generate reasons for AI-informed decisions.

(a) Applying the existing right to reasons

For some administrative decisions, a right to reasons is provided by legislation. For example, the Administrative Appeals Tribunal Act 1975 (Cth) (AAT Act) provides that a person may obtain reasons for most decisions to which the Act applies. The Administrative Decisions (Judicial Review) Act 1997 (Cth) provides that reasons may be obtained for a broad range of other Commonwealth administrative decisions.

In addition, freedom of information laws provide a right to obtain access to information that may help to understand the basis of an administrative decision, subject to exemptions. Regulators and courts can also require the production of information or specific documents in relation to complaints and disputes within their respective jurisdictions.
Some laws apply the right to reasons specifically to AI-informed decision making. The United States Fair Credit Reporting Act (1970), for example, attaches specific duties to consumer reporting agencies, which require notification of ‘adverse action’ to a person regarding why they have been denied credit. This, in turn, requires an explanation of why that conclusion has been reached, including where an automated algorithmic process has been relied upon to make that decision.312

While the GDPR has been said to include, or perhaps support, a right to an explanation,313 recent analysis from the European Parliament suggests the GDPR does not conclusively provide for an explanation for AI-informed decisions, and recommended further work be undertaken in this regard.314

Stakeholders considered explainability, or the right to reasons, to be critical in ensuring that AI-informed decision making is accountable.315 Where existing law already includes a right to reasons for an administrative decision, stakeholders generally supported the application of that right to the more specific context of AI-informed decision making.

Some stakeholders urged further reform. Some supported a legislated right to an explanation for all AI-informed decisions;316 others stated that the right to an explanation should not be founded in legislation.317

Stakeholders suggested that any explanation should be tailored to the context of the decision, based on an understanding of why the explanation is being provided, and sufficient detail to enable the decision to be challenged.318 It was suggested that government agencies should be guided in how to give reasons for AI-informed decisions.319 It was also suggested that some exemptions to the requirement to provide reasons might be appropriate, such as where the balance of public interest militated against providing reasons, or in respect of certain types of AI-informed decision.320

(b) Legal restrictions on opaque decisions?

Where a decision is described as black box or opaque, a person cannot determine the reasons or basis for the decision. Given the problems associated with such decision making, and the potential for AI-informed decision-making systems to produce decisions without reasons or an explanation, the Discussion Paper put forward options for how Australian law might restrict such decision making.

The Commission proposed a prohibition on AI-informed decision making that cannot produce ‘reasonable explanations for its decisions’.321 This proposal elicited both strong support,322 and opposition.323

Several stakeholders sought clarification regarding the ‘reasonable’ explanation requirement and sought more guidance on when the requirement might apply, noting that what would be considered reasonable would vary between contexts and applications.324

Stakeholders also expressed serious concern that imposing a reasonable explanation requirement could inhibit innovation.325 Others pointed to the economic and social cost of requiring reasons to be provided.326 Finally, a small number of stakeholders recommended the Commission consider exemptions to the proposal.327

Question B in the Discussion Paper also asked whether Australian law should impose a rebuttable presumption that an AI-informed decision is unlawful if the person responsible for the decision does not provide a reasonable explanation.

Some stakeholders supported such a rebuttable presumption as an important human rights safeguard in the context of AI-informed decision making.328

Others were opposed, or offered qualified support, subject to amendments and further clarification.329 Concerns included that imposing such a presumption could violate the rule of technological neutrality,330 and others considered it to be a disproportionate regulatory imposition that would inhibit innovation.331
(c) Content of reasons or an explanation

Where a right to reasons exists, s 25D of the Acts Interpretation Act 1901 (Cth) (Acts Interpretation Act) provides further requirements about what must be included in those reasons. Section 25D states:

Where an Act requires a tribunal, body or person making a decision to give written reasons for the decision, whether the expression “reasons”, “grounds” or any other expression is used, the instrument giving the reasons shall also set out the findings on material questions of fact and refer to the evidence or other material on which those findings were based.

It is important to consider whether this provision is adequate to deal with the rise of AI-informed administrative decisions.

(i) Non-technical reasons or explanation

Generally, reasons or an explanation, such as that provided for in s 25D of the Acts Interpretation Act, are sufficient to promote accountability. 332

Stakeholders emphasised the importance of an affected individual knowing why a decision was made (ie, being given reasons or an explanation) in ensuring accountability and human rights. 333

This accords with international jurisprudence and commentary.

The UN Committee on the Elimination of Racial Discrimination, for example, recently drew the link between black box or opaque AI and an inability to challenge unlawful decision making:

Given the opacity of algorithmic analytics and decision-making, in particular when employing artificial intelligence methods, discriminatory outcomes of algorithmic profiling can often be less obvious and more difficult to detect than those of human decisions and thus more difficult to contest. 334

Stakeholders submitted that affected individuals need enough information about the decision to enable them to exercise a right of review. 335 Some stakeholders warned that simply providing the technical basis for an AI-informed decision may do little to assist individuals to understand or challenge it. 336

(ii) A requirement for a technical explanation?

At least in some situations, a simple lay-person’s explanation or reasons may be inadequate for AI-informed decision making. To this end, the European Commission’s Independent High-Level Expert Group refers to the importance of having the ability to explain both the technical processes of an AI system and the related human decisions. ... Technical explainability requires that the decisions made by an AI system can be understood and traced by human beings. 339

Some stakeholders supported reform to provide better access to technical information about an AI-informed decision-making system. 340 It was suggested that the following elements could be included within a technical explanation:

- the training and validity of the data set, and transparency regarding the data selection, and any methods used to test or screen the data set for biases 341
- system level information, including reference to collective outcomes (rather than focusing only on the individual outcome), as well as reasons, or the business logic, for choosing the particular AI decision-making tool 342
- detail regarding how the AI is being used by the decision maker, and detail of the algorithmic model or software being deployed. 343

Some existing laws that support a right to reasons may require reform to ensure that all relevant technical information related to an AI-informed decision is supplied or able to be obtained. 344
Other stakeholders opposed reform, or supported only limited reform, regarding access to a technical explanation of AI-informed decisions.\textsuperscript{345} It was noted that ‘technical information’ could potentially include proprietary, confidential or personal information.\textsuperscript{346} This could be complicated also because what will be relevant information will differ from one AI-powered system to another.\textsuperscript{347}

Alternatives to a legal obligation for a technical explanation were suggested. For example, disclosure statements setting out non-technical information or an overview of the decision-making tool could be provided, neither of which need to disclose sensitive details of its operation.\textsuperscript{348} An independent professional review of an AI-informed decision-making system could be provided, to avoid widespread disclosure of the relevant technical information.\textsuperscript{349}

\textbf{(d) Conclusion: the need for administrative decisions to be explainable}

A failure to provide reasons for an administrative decision can make it difficult, or even impossible, to know whether the decision was fair, reasonable, accurate or even lawful. This can result in an unaccountable exercise of government power, and can be an affront to the rule of law.\textsuperscript{350}

By contrast, reasons for an administrative decision:

- allow the affected individual to understand why the decision was made, putting them in a position to decide whether the decision involved an unwarranted finding of fact, or an error of law, that is worth challenging\textsuperscript{351}
- assist a court in determining whether a reviewable error of law has occurred\textsuperscript{352}
- promote real consideration of the issues, increasing ‘public confidence in, and the legitimacy of, the administrative process’\textsuperscript{353}

Where the use of AI causes an administrative decision to be more opaque, by obscuring the reasons for which the decision was made, this is a barrier to achieving these desirable outcomes. The Commission has concluded that where a right to reasons exists in Australian law, it should not be diluted or undermined simply because AI was used in the process of making an administrative decision.

Numerous polls have shown the public expect AI to be used accountably.\textsuperscript{354} Reasons for AI-informed decisions can thus help build public trust in government use of AI.

\textbf{(i) Reasons for AI-informed administrative decisions}

There is a statutory right to reasons for some forms of administrative decision, including under s 28 of the AAT Act. In some circumstances, policy and other official government advice urges government agencies to provide a statement of reasons even if they are not legally required to do so. The Commonwealth Ombudsman can also recommend a government agency remedy its omission of reasons, or give better reasons, in relation to action it has taken.\textsuperscript{355}

The Commission acknowledges that it is difficult or even impossible to generate reasons to explain the operation of at least some forms of AI. As ACOLA observed, for AI that engages in unsupervised learning, ‘it is, in principle, impossible to assess outputs for accuracy or reliability’.\textsuperscript{356}

However, that technical difficulty does not justify a failure to comply with basic principles of government accountability. The benefits of such opaque forms of AI-informed decision making should never be assumed to outweigh the risks of harm. Governments should be able to explain how they arrive at decisions. Therefore, the Commission opposes the use by government of AI-informed decision-making systems that cannot generate reasons, or a technical explanation, for the resultant decisions.

The need for action is pressing—something illustrated by the Government’s automated debt recovery scheme, which came to be known as ‘Robodebt’. In reviewing this scheme, the Commonwealth Ombudsman urged the Department of Human Services to ‘improve the clarity’ of the letters sent to individuals notifying them of a claimed debt, and to give such people ‘better information so they understand the information and can properly respond to it’.\textsuperscript{357}

In a national survey in 2020, 88% of respondents considered it very important or somewhat important to be given reasons or an explanation.
for an automated decision made about them by the Australian Government.\textsuperscript{358}

The Commission has concluded that reform is needed to make clear that the use of AI in an administrative decision-making process does not negate any entitlement to reasons for that decision. This could be achieved by amending the Acts Interpretation Act to provide, for the avoidance of doubt, that a legal entitlement to reasons applies regardless of how a decision is made, including where automation or AI is used in the decision-making process.

A similar amendment could be made also to existing legislation that creates a right to reasons, such as s 28 of the AAT Act. Ultimately, in considering reform in this area, government should focus on the nature of the decision and its impact on individual rights, rather than the technology used to make the decision.

\textbf{[ii] Content of reasons}

Section 25D of the Acts Interpretation Act sets out minimum requirements for the \textit{content} of reasons, where a legal requirement to provide reasons already exists. In essence, this is a requirement for a lay explanation of the decision.

In most situations, this would satisfy the needs of a person affected by the decision. However, sometimes it will be necessary to verify whether the reasons provided accurately reflect the real reasons a decision was made.

The Commission recommends that, where requested, the relevant government agency should be required to produce a \textit{technical explanation} of an AI-informed decision, in a form that can be assessed and validated by a person with relevant technical expertise.

This reform should be implemented by amending s 25D of the Acts Interpretation Act. Consistent amendment of other relevant legislation that provides legal entitlements to reasons for an administrative decision, including s 28 of the AAT Act, also may be desirable.

Many of the techniques used to explain why AI systems produce particular outputs are not readily understood by people without relevant technical expertise. To enable lay people—as well as regulators and adjudicative bodies such as courts—to understand why some decisions are made, it will be necessary for experts to assist in interpreting the outputs of some AI tools. In practice, it has been suggested that the government could make neutral experts available to assist affected individuals in understanding such technical information.\textsuperscript{359}

A good example of such a technical explanation was ordered by the Federal Court in a recent case. In order to determine a narrow question of consumer law, the primary judge relied on the expert evidence of four computer scientists. The experts gave evidence on the content and computation of data to explain how an online vendor’s algorithm provided recommendations to consumers.\textsuperscript{360}

There are many different approaches to providing technical explanations of AI-informed decisions.\textsuperscript{361} Current research focuses on model explanation (explanation using a transparent and fully interpretable model capturing the logic of the opaque system); model inspection (explanation to understand specific properties of an opaque model or its predictions); or outcome explanation (explaining the outcome of an opaque model in a specific instance).\textsuperscript{362}

An explanation may consist of a number of different factors, such as the original dataset; how the system was trained on that data set; any risk mitigation strategies adopted; the factors, or combination of factors, used to determine an outcome or prediction; any evaluation or monitoring of individual or system outcomes; and any testing, or post-deployment evaluation, carried out in relation to the model.\textsuperscript{363}

While the Commission does not prescribe what a technical explanation should consist of, guidance from an independent expert body, such as the AI Safety Commissioner recommended in Part C, would be helpful in this area.
5.5 Human oversight, intervention and review

**RECOMMENDATION 8:** The Australian Government should introduce legislation to create or ensure a right to merits review, generally before an independent tribunal such as the Administrative Appeals Tribunal, for any AI-informed administrative decision.

While AI, including automation, can bring genuine benefits in administrative decision making, it can also undermine accountability. Australian law generally requires an affected individual to be able to review administrative decisions that affect them. Almost nine out of ten respondents surveyed in a national 2020 poll considered it important to be able to appeal a government decision that they do not like or think might be unlawful.

There are generally three main forms of review open to an affected individual who wishes to challenge an administrative decision:

- **internal review**—where the body (usually a government agency) responsible for making the administrative decision undertakes its own review. Generally, the review is carried out by another decision maker, who is at least as senior as the original decision maker. Internal review can be made available either by policy or law.
• **external merits review**—where an external body, usually an independent tribunal, reviews the original administrative decision. Typically, in external merits review, the tribunal ‘stands in the shoes’ of the original decision maker and can remake that decision in any way they see fit, exercising all of the relevant powers, duties and discretions vested in the original decision maker. External merits review is common, but not universal, and is available only where it is expressly provided for in law.

• **judicial review**—where a court considers the lawfulness of the process by which the administrative decision was made. If that process is found to be unlawful, the court generally will order that the decision be remade in accordance with the law. Section 75(v) of the Australian Constitution provides that decisions of Commonwealth officers must always be subject to judicial review, and this constitutional protection is supplemented by several pieces of primary legislation.

In addition, many forms of administrative decision can be subject to oversight by bodies such as the Commonwealth Ombudsman and the Commission itself. While those bodies generally cannot require a decision to be changed, in many situations they can recommend changes to the administrative decision in question.

There can be difficulties posed by AI-informed administrative decisions in each of these forms of review and oversight. This section considers those challenges, and recommends reform to ensure that AI-informed administrative decisions can be reviewed by an independent merits review tribunal.

### (a) Internal review and the ‘human-in-the-loop’

It is relatively rare for an administrative decision-making process to be wholly automated, with no human involvement at all. Instead, human oversight and intervention in such a process—commonly referred to as a ‘human-in-the-loop’—can identify and address problems that may arise through automation. The importance of human oversight and intervention is discussed more generally in Chapter 7.

Some other jurisdictions provide expressly for internal human review of automated decisions. In the UK, where a significant decision is made solely via automation, an affected individual can request the data controller to reconsider the decision, or make a new decision that is not based solely on automated processing. These laws are understood to apply to many administrative decisions, as well as decisions made by private sector data controllers, such as banks or insurance companies.

Difficult questions can arise in assigning the appropriate role of a human-in-the-loop. How do we ensure that any human intervention in the decision-making process leads to objectively better, more accurate decisions? How do we combat the risk that the human-in-the-loop gives no more than the illusion of human involvement in a decision-making process that is, in reality, automated? For instance, it has been observed that if the particular human-in-the-loop lacks the relevant technical and other knowledge to understand the decision, they will be ill-equipped to remedy any problems with the original decision.

Throughout the Commission’s consultation, stakeholders have emphasised the importance of the role played by humans in overseeing, monitoring and intervening in AI-informed decision making. While there were differing views about the most effective role for humans in AI-informed decision-making processes, there was a higher level of agreement that human intervention can occur most usefully through the creation of review and appeal rights, to a human, for AI-informed decisions.
The Discussion Paper asked whether reform was needed regarding human review of AI-informed decision making. Stakeholders expressed a range of views on this question.

Some stakeholders specifically supported a clear right to merits review of administrative decisions, including where the decision making is wholly automated, and particularly in respect of decisions that may affect an individual’s human rights. It was also observed that the review process should enable lessons to be learnt to improve the AI-informed decision-making system under review.

Other stakeholders opposed reform in this area. In particular, it was observed that, in some situations, human intervention can increase, rather than decrease, the risk of error.

(c) Judicial review

The Australian Constitution contains a minimum guarantee of judicial review for administrative decision making. This is supplemented by legislation and the common law.

The Administrative Decisions (Judicial Review) Act 1977 (Cth) (ADJR Act) is the primary statutory source of judicial review for Australian Government decisions. The ADJR Act sets out the grounds on which judicial review may be sought, including that an administrative decision was in breach of the rules of natural justice or procedural fairness, or that the decision maker failed to take account of relevant considerations that they were bound to take into account or took irrelevant considerations into account. Where a decision is unlawful, a court exercising judicial review can provide remedies, including by quashing or setting aside a decision or requiring a new decision to be made.

In addition, judicial review schemes are provided for in other statutes, and regulate review of decisions made under specific legislation—for example, in the areas of migration and taxation.

Al-informed administrative decision making raises some complex issues in relation to the availability of judicial review. Some wholly opaque administrative decisions might even be constitutional if the manner by which these decisions are made frustrates a court, established under Chapter III of the Australian Constitution, from exercising its judicial review function.

Another difficulty relates to when automated processes will result in a reviewable administrative decision being made. This question was considered in 2018 by the Full Court of the Federal Court of Australia in the Pintarich case, which related to a disputed tax debt. The taxpayer received extensive material from the Australian Tax Office (ATO), including a letter that a human decision maker at the ATO generated using a computer program. The letter included information that was less favourable to the taxpayer than some other ATO communications, regarding the taxpayer’s tax debt. The Court decided, by majority, that the letter was not a reviewable ‘decision’ under the ADJR Act.

The majority judges found that in order for there to be a decision, ‘there needs to be both a mental process of reaching a conclusion and an objective manifestation of that conclusion’. In dissent, Kerr J found that applying this computational process still involved a reviewable decision:

What was once inconceivable, that a complex decision might be made without any requirement of human mental processes is, for better or worse, rapidly becoming unexceptional. ... The legal conception of what constitutes a decision cannot be static; it must comprehend that technology has altered how decisions are in fact made and that aspects of, or the entirety of, decision making, can occur independently of human mental input.

The broader significance and implications of Pintarich as a precedent are yet to emerge. On one view, the Court simply reinforced an important principle: that legally valid decisions can be made only by people holding actual legal authority to make them.
On another view, some unfairness could arise from the general scenario raised by this case. That is, if a government agency communicates with a person using an automated process, and the person takes action in reliance on that communication, but the agency subsequently makes a binding decision that is at odds with its earlier automated communication, should the person not be able to rely on the original communication—regardless of whether, as a technical question of law, the automated communication was an administrative decision?

The Full Federal Court’s decision in *Pintarich* does not purport to resolve such larger questions. However, this case suggests that the use of AI in administrative decision making can affect its legal status, altering how, and even whether, certain government decision making can be reviewed.

**[d] Conclusion: a right to independent merits review**

Australian law generally requires an affected individual to be able to review administrative decisions that affect them. Almost nine out of ten respondents surveyed in a national 2020 poll considered it very important or somewhat important to be able to appeal a government decision that they do not agree with or think might be unlawful.

The GDPR contemplates internal and external review for automated decision making, providing for rights of review and natural justice. Article 22 recognises the right of an individual ‘not to be subject to a decision based solely on automated processing, including profiling’, and provides for the individual to obtain ‘human intervention’ whereby the individual can express their view and contest the decision.

Similarly, in Canada, human review must be available for certain forms of automated decision making by government, where the decisions are deemed to be ‘high risk’ by reference to the impact of the decision on factors including the rights, health, and economic interests of individuals or communities.

In the Commission’s view, reform in Australia is needed to ensure similar rights of review are available for people affected by AI-informed administrative decisions.

**[i] Internal review and the human-in-the-loop**

It is good practice to include a human in an AI-informed decision-making process that deals with legal and other similarly significant rights. One or more humans—with appropriate expertise and experience—can be well placed to:

- identify errors in the operation of the system
- exercise discretion
- assess the overall fairness of a decision before it is finalised, and consider whether it complies with human rights.

Difficult questions can arise in ensuring that a human-in-the-loop is well placed to improve the quality of an otherwise automated decision-making process. However, there is a growing body of research that provides useful advice on this issue. Much of this research focuses on designing systems that incorporate user experience from the earliest stages. For example, ‘human-centred’ design promotes a ‘deep understanding of the people, contexts and environments’ connected with AI-informed decision-making systems, to ensure they are designed in a way that enables people to assess the system’s trustworthiness.

The most appropriate approach is usually to integrate the best, most reliable features of AI and human decision making. Recent research undertaken by the European Parliament regarding the impact of the GDPR concluded:

In many cases, the best solution consists in integrating human and automated judgements, by enabling the affected individuals to request a human review of an automated decision as well as by favouring transparency and developing methods and technologies that enable human experts to analyse and review automated decision-making.
Consistently with Recommendation 2, the Commission considers that where the Australian Government is contemplating the creation of an AI-informed decision-making system, it should provide rights to internal review by a human.

(ii) External merits review

A critical safeguard for administrative decision making generally is the ability for people affected by such decisions to access external merits review. External merits review is especially important in respect of AI-informed administrative decisions.

The Commonwealth Ombudsman has concluded that people ‘must be provided with an opportunity to dispute an administrative decision made by or with the assistance of an automated system’. The Ombudsman advised:

Many administrative decisions are subject to a legislative review process. In other cases, the agency should offer an option for internal review by a staff member as a part of a commitment to fair and reasonable decision-making. External avenues of review should also be provided to customers such as the option to make a complaint to the Ombudsman or taking a matter to a tribunal or court.385

External merits review is typically performed in Australia by independent tribunals, such as the Administrative Appeals Tribunal at the federal level. Tribunals review administrative decisions, standing in the shoes of the original decision maker.386

Many forms of administrative decision, especially those that affect individuals’ legal or similar rights, are already subject to external merits review. The Commission concludes that external merits review before an independent tribunal generally should be available for AI-informed administrative decisions. This would change the existing law only in respect of administrative decisions that are made using AI, and not already subject to external merits review by a tribunal.

As with administrative decision making more broadly, the Commission acknowledges that there may be exceptions where external merits review by a tribunal is inappropriate. Such exceptions, when they apply to automated administrative decisions, should be rare and only where there is a demonstrated need for automation in the decision-making process and an overwhelming public interest against external merits review (such as national security). Where such exceptions exist, the Government should consider providing for alternative forms of merits review, such as via the Ombudsman.

(iii) Judicial review

Judicial review of administrative decision making is fundamental to any liberal democracy that upholds the rule of law. In Australia, it is protected by our Constitution.

Generally, the use of automation and other forms of AI does not threaten the right to judicial review. However, as discussed earlier in this chapter, concerns have been raised about the implications for access to judicial review of ‘opaque’ administrative decisions and automated government processes, such as computer-generated communications. In particular, the Full Federal Court’s decision in Pintarich should put us on notice that reform in this area may be necessary in future, to protect access to judicial review.
6. Legal accountability for private sector use of AI

6.1 Summary

Chapter 5 considered accountability for AI-informed decision making by government. This chapter addresses the need for accountability in AI-informed decisions made by corporations and other non-government entities.

Everyone has a responsibility to respect human rights. Countries, such as Australia, must ensure there is a regulatory framework that effectively upholds human rights, with individuals able to access a remedy if their rights have been infringed. This can include administrative and judicial mechanisms to address human rights violations.

This chapter recommends several ways to promote greater accountability in AI-informed decision making by the private sector. In particular, people affected by such decisions should be:

- made aware of the decision, and the use of AI in the decision-making process
- provided with reasons or an explanation for the decision
- able to appeal to a body that can review the decision and correct it, if necessary.
Private sector use of AI in decision making

- Legal rights to reasons [Rec 13]
- Guidance for Human Rights Impact Assessments [Rec 9]
- Notification for use of AI [Rec 10]
- Research on explainable AI [Rec 12]
- Presumption the person responsible for use of AI is liable for decision [Rec 11]
- Explainability
- Liability
- Transparency

Al-informed decision with a legal or similarly significant effect

- Notification that AI has been used in decision
- Reasons provided for the decision
- Right to merits review
6.2 Lawfulness

**RECOMMENDATION 9:** The Australian Government’s *AI Ethics Principles* should be used to encourage corporations and other non-government bodies to undertake a human rights impact assessment before using an AI-informed decision-making system. The Government should engage the AI Safety Commissioner (Recommendation 22) to issue guidance for the private sector on how to undertake human rights impact assessments.

In any system of legal accountability, the first question to ask is: *What are the legal rules that must be followed?*

While some of the obligations that apply to administrative decisions made by government differ from decisions made by non-government entities, there is a common core of legal requirements that apply to almost all decision making. For example, as explored in Chapter 8, it is unlawful for anyone to make a decision that discriminates on the basis of an individual’s race, sex, age or other protected attribute. There are very few exceptions to this rule. Beyond this common core, the legal rules that apply to decision making by non-government entities are generally less onerous or prescriptive than for government decision making.

The Commission urges that the private sector exercise caution in its use of AI-informed decision making, to avoid acting unlawfully or otherwise causing harm to individuals. This section of the chapter recommends practical measures for the Government to support the private sector to undertake human rights impact assessments (HRIAs), prior to using AI-informed decision-making systems.

(a) What legal rules apply to non-government decision making?

In addition to the common core of legal obligations that apply to all forms of decision making, there are two significant ways in which the law can impose obligations on the decision making of non-government entities.

First, a non-government entity, which is exercising a power or duty of the state, will often be required to comply with certain accountability requirements. For example:

- Government business enterprises are creatures of government, but have corporate structures and usually fall outside the general administrative law accountability regime. Their decision making tends to be regulated by dedicated legislation, supplemented by laws that apply to all corporations. For example, the powers, duties and functions of Australia Post are set out in the *Australian Postal Corporation Act 1989* (Cth), with that legislation also setting out specific requirements for how certain decisions are made, as well as additional accountability requirements including an obligation to report to Parliament.

- Some non-government entities enter into contracts to carry out functions on behalf of government, including in sensitive areas such as aged care, hospitals, prisons and other detention facilities. It is common for an alternative accountability regime to be maintained through the contract between the government and the service provider, as well as any applicable legislation.

- While Australia does not have a federal human rights act or constitutional bill of rights, the respective human rights statutes in the Australian Capital Territory, Victoria and Queensland each provides that, where a non-government body is performing a public function on behalf of the government, the non-government body must comply with relevant human rights.
Secondly, the law sometimes contains obligations for particular areas of non-government decision making. By way of illustration, the Corporations Act 2001 (Cth) requires company directors and other senior executives to exercise their powers and duties, including in the way they make decisions, with care and diligence.\(^\text{392}\) For example, in making business judgments, company directors must:

- make the judgment in good faith and for a proper purpose
- not have a material personal interest in the subject matter of the judgment
- inform themselves about the subject matter of the judgment to the extent they reasonably believe to be appropriate
- rationally believe that the judgment is in the best interests of the corporation.\(^\text{393}\)

The use of AI can make it more difficult to determine whether corporations have complied with their legal obligations. A recent comparative study found that corporate law in Australia and the United Kingdom does not ‘appropriately cater for the use of AI by directors’, and it has been suggested that ‘whether the use of AI will exacerbate liability issues ultimately depends on the fashion in which courts will interpret the wording of statutory provisions relating to directors’ duties’.\(^\text{394}\)

**Conclusion: importance of human rights impact assessments**

As a general principle, the use of AI in decision making should not change the legal rules that must be followed.

There are two important qualifications to this general principle. First, where the use of AI materially changes the character of the decision-making process, it may be necessary to apply new or additional rules to that process. For instance, conventional decision making may enable the consideration of a limited range of factors. However, AI can sometimes enable new factors to be considered, through techniques such as big data analysis. In this situation, law and policy makers may need to consider whether to permit those new factors to be considered.

Secondly, the use of AI can sometimes affect—positively or negatively—the reliability of a decision-making process. For example, in some areas of precision medicine, AI-powered diagnostic devices can be more accurate than conventional methods. In other areas of decision making, such as with some types of facial recognition, the use of AI can result in decisions that are less accurate than alternative methods.\(^\text{395}\) In either situation, the relative accuracy of using AI may necessitate new legal rules regarding its use in those specific areas.

Outside of those scenarios, non-government bodies should exercise caution in their use of AI in decision making that affects people’s legal or similarly significant rights. The Commission strongly encourages the private sector to follow human rights by design principles, as outlined in Chapter 7, whenever considering, developing or using an AI-informed decision-making system.
In particular, companies should be encouraged to undertake human rights impact assessments. As explored in greater detail in Chapter 7, these assessments can help businesses and other non-government entities identify and address human rights and related risks associated with the use of AI in decision making.

The Commission recommends that the Australian Government encourage the private sector to undertake HRIAs. One way of doing this would be through the Government’s AI Ethics Framework, which includes voluntary AI Ethics Principles that ‘can inform the design, development and implementation of AI systems’. As the Government has noted, this framework is still being further developed, and the Government intends to flesh out some of its high-level guidance through more detailed advice.

The Commission recommends engaging the AI Safety Commissioner (see Part C) to issue guidance on how to undertake a human rights impact assessment in this context. While the Commission has not identified a compelling case for HRIAs being compulsory for non-government bodies that engage in AI-informed decision making, that question should be considered further if necessary.

Finally, there is a long-term trend that favours delivering government services and functions via government business enterprises, corporations and other non-government bodies. Thus, it is important that accountability not be diminished or lost when this results in those non-government bodies engaging in AI-informed decision making on behalf of the Australian Government.

In Chapter 5, the Commission recommends an audit of all current or proposed use of AI-informed decision making by or on behalf of government. That audit (see Recommendation 4) should specifically include government business enterprises and non-government bodies that engage in decision making on behalf of the Australian Government.

### 6.3 Transparency

**RECOMMENDATION 10:** The Australian Government should introduce legislation to require that any affected individual is notified when a corporation or other legal person materially uses AI in a decision-making process that affects the legal, or similarly significant, rights of the individual.

The Commission uses the term ‘transparency’ to refer to people being made aware when AI is used in decision making that affects them.

In Chapter 5, the Commission concluded that where the government engages in AI-informed decision making, it should do so transparently. In particular, the Commission recommended that the government notify any affected person where AI is materially used in making an administrative decision.

The Commission considers this requirement should apply also to AI-informed decisions made by non-government entities. Knowing that a company uses AI to make decisions can be useful for people in deciding whether, or how, to engage with that company.

**[a] Notification of the use of AI**

The Discussion Paper proposed a legal requirement to notify an affected individual where AI is materially used in a decision that has a legal or similarly significant effect on the individual’s rights. Several stakeholders supported applying such a notification requirement to corporations and other non-government entities.
Notification can be an important aspect of accountability in certain contexts, especially where human rights are engaged, and it was observed that notification requirements already exist in other contexts—for example, under Australian privacy legislation.\textsuperscript{400}

Some stakeholders were wary of a notification requirement being imposed on business, particularly given the potential compliance costs involved.\textsuperscript{401} It was submitted that exceptions may be required, with clarification sought regarding when the notification requirement would be triggered.\textsuperscript{402} Essentially, there was concern that notification only be required where the use of AI could have a significant effect on an individual, such as affecting their human rights.

**[b] Conclusion: AI notification requirement**

Like government, the private sector also should be required to notify the public of the use of AI in decision making that has a legal, or similarly significant, effect on people's rights. Such a requirement would help build public trust regarding the use of AI in ways that engage human rights.

A notification requirement would also be a way of applying a key element of the Australian Government's AI Ethics Principles, which provide for transparent and responsible disclosure 'to ensure people know when they are being significantly impacted by an AI system, and can find out when an AI system is engaging with them'.\textsuperscript{403} Research shows a clear public expectation that there be greater transparency in the use of AI by both the public and private sectors.\textsuperscript{404}

The Commission's recommendation is supported by human rights law. The UN Guiding Principles on Business and Human Rights require clear communication from businesses about how their operations may impact on the human rights of individuals with whom they may come into contact.\textsuperscript{405} The UN Special Rapporteur on freedom of expression has also concluded that the private sector should 'make explicit where and how AI technologies and automated techniques are used on their platforms, services and applications'.\textsuperscript{406}

Similar notification requirements are being considered in other jurisdictions. The Council of Europe Commissioner for Human Rights, for example, has called for governments to ensure that, when AI is used in ways that meaningfully affect human rights, this should 'be made public in clear and accessible terms'.\textsuperscript{407} A draft law being considered by the New York City Council would require a company using an AI-assisted employment tool to assess and hire candidates for a job to disclose to candidates when such software is being used.\textsuperscript{408}

The Commission acknowledges concerns raised by stakeholders about the potential breadth of the notification requirement, but considers that applying the requirement only to the material use of AI in decisions that have a legal, or similarly significant, effect constitutes a sufficient limitation. Where practical, this notification should take place before and after a decision is made.

A notification requirement, such as that recommended here, would be similar to other obligations on business. For example, a similar burden applies to credit providers which have notification obligations under recent responsible lending laws. These are intended to equip potential customers with adequate information to enable them to make personal decisions regarding credit services offered to them.\textsuperscript{409}

**6.4 Liability**

**RECOMMENDATION 11:** The Australian Government should introduce legislation that provides a rebuttable presumption that, where a corporation or other legal person is responsible for making a decision, that legal person is legally liable for the decision regardless of how it is made, including where the decision is automated or is made using artificial intelligence.
Any system of accountability relies on clear lines of responsibility, and especially legal liability, for the consequences of decision making.

In human rights law, it is important to be able to identify who is liable for a wrongful decision, so that an affected individual may pursue a remedy. This suggests that states, such as Australia, are obliged to ensure clear legal rules regarding liability for the use of AI-informed decision making.410

The question of legal liability is usually, but not always, straightforward. As a general rule, whoever is responsible for making a decision is responsible also for any errors or other problems that arise in the decision-making process. Where this person has relied on a third party in the process of decision making, and the third party caused the error to take place, the first person remains liable for the error. It may be that the first person can seek redress from the third party, but that complexity should not be a barrier to an individual affected by the error seeking redress. That is, the affected individual should be able to seek redress, in the ordinary course of events, from the first person, not the third party.

As with other forms of decision, usually the question of liability will be straightforward for AI-informed decision making. However, some complexities can arise—either where an AI-informed decision-making system operates largely autonomously, or where numerous parties are involved in designing, developing and using the system.

Consequently, the Commission recommends the creation of a rebuttable presumption that legal liability for any harm that may arise from an AI-informed decision should be apportioned primarily to the legal person that is responsible for making the AI-informed decision itself. As this is no more than a presumption, this provision would anticipate exceptional situations where liability should be apportioned differently.

The Commission considers such reform would more clearly apply the long-standing principle that underlies Australia’s law on legal liability.

[a] Options for reform

The challenges posed by AI-informed decision making to traditional concepts of liability were raised from the earliest stages of the Project consultation.411 The Discussion Paper proposed reform to create a rebuttable presumption that the legal person who deploys an AI-informed decision-making system is legally liable for the use of the system.412

Several stakeholders supported the proposed new rebuttable presumption. They argued that legal liability for the use of an AI decision-making system is vital in achieving accountability, noting such a presumption would support transparency in decision making and would help to prevent harm.413

Other stakeholders opposed the Discussion Paper’s proposal.414 They argued that legislation is unnecessary, given existing law regarding liability, such as tort law and rules governing corporate disclosure.415

Whether for or against the proposal, stakeholders sought clarity that any such presumption be limited to entities that use, or have primary responsibility for the operation of, an AI-informed decision-making system.416 Some stakeholders made clear that if a person is involved in developing an AI-informed decision-making tool, this should not necessarily result in that person being liable for how the tool is eventually used, especially if problems relate specifically to the deployment of the tool in ways that the developer of the tool could not reasonably have anticipated or addressed in advance.

In short, if liability is to be shared among multiple parties, there should still be fair apportionment based on the level of responsibility for any errors or problems.417

[b] Conclusion: clarifying the law on liability

There are extensive bodies of law on determining and apportioning legal liability for decisions that affect legal and similarly significant rights and interests. Those existing laws are likely to resolve most liability questions that arise in respect of AI-informed decision making.
Laws covering areas such as product liability and consumer safety, negligence or discrimination are technology neutral, and apportion liability across different actors who bear legal responsibility for the outcome of the decision. For example, in the financial services sector, personal and organisational liability are expressly dealt with in legislation.418

However, this existing body of law is not comprehensive. Consequently, the Commission has concluded that there would be benefit in reform that addresses any situations of ambiguity regarding liability for AI-informed decision making.

The Commission recommends reform that makes clear that ordinary liability principles generally should apply to AI-informed decision making. That is, there should be a rebuttable presumption that legal liability for any harm that may arise from an AI-informed decision should be apportioned primarily to the legal person that is responsible for making the AI-informed decision itself.

There will be situations where this is inappropriate, so this should be no more than a general rule, or rebuttable presumption, which could be displaced if there are strong legal reasons for doing so. Legislation that makes this clear, along with guidance about how to apply this legal rule in a range of practical scenarios, is likely to assist in resolving many of the difficulties regarding liability in this context.

6.5 Explainable AI and the right to a remedy

**RECOMMENDATION 12:** Centres of expertise, including the newly established Australian Research Council Centre of Excellence for Automated Decision-Making and Society, should prioritise research on the ‘explainability’ of AI-informed decision making.

**RECOMMENDATION 13:** The Australian Government should introduce legislation to provide that where a court, or regulatory, oversight or dispute resolution body, has power to order the production of information or other material from a corporation or other legal person:

(a) for the avoidance of doubt, the person must comply with this order even where the person uses a form of technology, such as artificial intelligence, that makes it difficult to comply with the order

(b) if the person fails to comply with the order because of the technology the person uses, the body may draw an adverse inference about the decision-making process or other related matters.

As discussed in Chapter 5, the problem of ‘opaque’ or ‘black box’ AI arises where the use of AI obscures the rationale or reasons for a decision. This can frustrate any legal right to reasons, which can in turn make it difficult or impossible to challenge the merits or lawfulness of the decision itself. In human rights terms, this can deny a person’s right to a remedy.

Australian law generally entitles a person affected by an administrative decision to reasons for the decision. However, it is only in exceptional situations that a person would be legally entitled to reasons for a decision made by a non-government entity. Nevertheless, opaque or black box AI can be a significant problem wherever it arises—in government and the private sector.

This section of the chapter addresses this issue in two ways.
First, it is good practice to provide reasons for decisions that affect a person’s legal or similarly significant rights, regardless of the status of the decision maker and even where there is no legal requirement to provide reasons. The Commission recommends further research on explainable AI, and expert guidance from government on how to provide reasons for AI-informed decisions.

Secondly, the Australian Government should introduce legislation to address the problem of black box AI and ensure that people are able to access a remedy for unlawful AI-informed decisions by the private sector. In particular, the Commission recommends legislation be introduced to make clear that where a court or other regulatory body orders a person (e.g., a corporation) to produce material, this order cannot be refused simply because of the form of technology, such as AI, that the person uses in its decision-making and other processes.

(a) A statutory right to reasons?

In some exceptional situations, a non-government entity may be legally required to provide reasons for certain categories of decisions. For example, a telecommunications provider must provide a consumer with reasons where it decides to restrict supply of, or access to, a telecommunications service. In addition, in some industries or sectors it may be considered good practice to provide reasons for certain decisions.

Beyond these situations, the Discussion Paper raised the possibility of creating a new statutory right to reasons for AI-informed decisions made by non-government entities. This would be a significant reform, involving a major departure from the current position that, generally speaking, decisions by non-government bodies do not carry a legal entitlement to reasons.

There was opposition to such a reform on three principal grounds. The first was technical: some AI-informed decision-making systems were said to be too complex or sophisticated to generate a useful explanation. Even if this problem could be overcome, there was concern that doing so would be unreasonably costly, both financially and due to the time it would take for an organisation to generate an explanation, an issue particularly relevant to small and medium-sized enterprises.

The second objection was that a right to reasons could cause unintended consequences. For instance, this could breach privacy law by revealing personal information used in the decision-making process, which in extreme cases could be exploited by third parties for criminal or other improper purposes. Giving reasons could also reveal commercially sensitive information related to companies’ decision-making processes.

The third objection was that a new general right to reasons would be a disproportionate response to the problem of black box AI. For example, it was suggested that where there was a demonstrated need for a right to reasons for a specific type of decision, reform could be targeted to that need.

On the other hand, some stakeholders expressed support for a more general right to reasons—essentially as a way of addressing the power imbalance experienced by people who are negatively affected by AI-informed decisions made by corporations. While the technical, commercial and other problems referred to above were acknowledged, practical solutions were also suggested. For example, limited disclosure of reasons for a decision could be made if an explanation risks exposing information that is sensitive for commercial, privacy or other reasons.

If law reform were not pursued, it was noted that guidance could be helpful in advising the private sector on how to provide reasons for AI-informed decisions.

(b) Legal restrictions on opaque decisions?

When it comes to the explainability of AI-informed decision making, the Commission distinguishes between two related, but different, concepts:

- an obligation to provide reasons, which involves an active process of explaining the basis or rationale of a decision.
• an obligation not to engage in opaque decision making, which means that the decision and the method by which it was made would be incapable of being scrutinised to discern key aspects of how and why it was made.

The Discussion Paper flagged the possibility of reform to address the second of these concepts.

Some stakeholders supported this general idea, on the basis that this was an important protection against unaccountable human rights infringements. One stakeholder argued that such an obligation would not go far enough, in that it would not be equivalent to a right to reasons.

Other stakeholders opposed, or offered only qualified support, for the creation of this sort of obligation. Several stakeholders questioned the legal policy basis for rendering private decisions unlawful, or for imposing a higher threshold on private sector decisions when reasons are required for so few categories of decision. Some considered creating an obligation not to engage in opaque decision making would violate the rule of technological neutrality, and that this would be a disproportionate response that would inhibit innovation.

(c) Research on explainable AI

‘Explainable AI’ is an emerging field of research, with experts and others in Australia and overseas calling for more work to be done in this area.

The Commission acknowledges that there are significant challenges in designing and developing AI-informed decision-making systems that can yield reasons or explanations for the decisions that they produce. For this reason, the Discussion Paper called for research in this area to be prioritised.

There was strong support for this proposal. Stakeholders made some suggestions for how it could be implemented. For example, it should take account of existing research in this area, with a suggestion that grants not be limited to centres of expertise, and that funding be allocated to prioritise interdisciplinary research programs, so that legal and scientific objectives can be pursued holistically.

(d) Conclusion: supporting explainable AI and the right to a remedy

A human rights approach requires access to an effective remedy where an individual’s human rights have been breached.

(i) Non-government decision making

Unlike administrative decisions made by government, there are limited circumstances where an affected individual may be legally entitled to reasons for a decision by a private sector body.

There are some exceptions. For example, in some situations a telecommunications provider must explain a decision to a consumer, such as where a restriction is placed on supply of or access to a telecommunications service at the time of the application, a supplier must explain to the consumer the general nature of the reasons for the restriction at the time of application.

Some stakeholders suggested, rightly in the Commission’s view, that there may be a case for further exceptions. That is, there may be other non-government decision making where reform is warranted to create a legal entitlement to reasons.

Where a non-government entity is legally required to provide reasons for a decision, this rule should apply regardless of how the decision is made, including where AI (especially automation) is used in the decision-making process. As a corollary, if there is currently no legal obligation to provide reasons, the use of AI in the decision-making process does not necessarily mean that a new obligation to provide reasons should be created. There are genuine commercial and technical obstacles to providing an explanation for AI-informed decisions.

The Commission applies the same general approach to administrative decisions in Chapter 5. There are thus two situations that require close attention, when it comes to the explainability of AI-informed decision making by non-government bodies.

The first is where a company or industry is already subject to a requirement to provide reasons for particular types of decision—either because this requirement is imposed by law or it applies via
a voluntary or similar code. Such arrangements should continue to apply to AI-informed decision making.

The second situation relates to regulation, oversight and dispute resolution. Regulators, tribunals, courts and others commonly have powers to obtain information from non-government entities to fulfil their functions in this area. These powers to obtain information are often used in order to shed light on how or why a decision was made. Several regulators—including the Australian Competition and Consumer Commission (ACCC), the Australian Securities and Investments Commission (ASIC) and the Office of the Australian Information Commissioner (OAIC)—have compulsory information-gathering powers, with penalties for non-compliance.

Such powers can involve the compulsory production of material to a regulator or dispute resolution body, or they can involve the provision of material by one party in a dispute to one or more other parties. For example, courts regularly supervise discovery and related processes in litigation, whereby one party is required to provide information relating to the dispute to another party.

Regulatory, oversight and dispute resolution bodies, including courts, rely on these powers to obtain the evidentiary material they need to fulfil their statutory, and sometimes constitutional, functions—namely to determine the true state of affairs in a given scenario and, ultimately, to uphold the law. However, the advent of opaque or black box AI means that those powers and functions could be frustrated where non-government entities, which are subject to the jurisdiction of these regulatory, oversight and dispute resolution bodies, opt to make decisions in a way that is incapable of providing the information those bodies need.

These bodies often focus their attention especially on areas of decision making that have serious human rights implications, such as consumer protection, workplace relations and access to services. For these reasons, there is a strong public interest in making clear that opaque or black box AI is unacceptable in decision making that affects people’s legal and other similarly significant rights.

The Commission thus recommends that the Australian Government introduce legislation to preserve the vital functions and powers of regulatory, oversight and dispute resolution bodies, including courts. Specifically, the Government should make clear that where such a body orders a person (eg, a corporation) to produce material, this order cannot be refused simply because of the form of technology, such as AI, that the person uses in its decision-making and other processes.

Moreover, if the person fails to comply with the order because of the technology the person chooses to use, the body should be able to draw an appropriate adverse inference about the decision-making process and other related matters. In regulatory, oversight or dispute resolution processes, such a negative inference makes it more likely that the body will ultimately find against the person that has failed to comply with the order to produce material.

(ii) Research into explainable AI

There is a trend towards building an explanation function into AI-informed decision making systems, including on the part of leading software companies. Nevertheless, building an explanation into an AI-informed decision-making process can be technically difficult and expensive.

In the United States and elsewhere, there has been an increase in funding for research that aims to ensure AI-informed decision making can be explained. Following the establishment of the Australian Research Council Centre of Excellence for Automated Decision-Making and Society in October 2019, Australia now has a similar opportunity. This Centre aims to formulate world-leading policy and practice and inform public debate, and to create the knowledge and strategies necessary for responsible and ethical automated decision-making.

The Centre has already conducted collaborative research in these areas. The Commission supports that approach to research in this area, where multi-disciplinary collaboration can bring together different professional and academic perspectives.
7. Encouraging better AI-informed decision making

7.1 Summary

This chapter considers a range of government policy, co- and self-regulatory measures. These measures are important because, while formal regulation through legislation is important, it cannot be the sole means of promoting human rights and accountability in the use of AI-informed decision making.

The recommendations in this chapter are largely preventative, in the sense that they are designed to prevent problems, and especially human rights violations, from occurring.450

The measures recommended by the Commission include:

- *standards* and *certification*, typically considered at the design stage of AI-informed decision-making systems
- *regulatory sandboxes* and *human rights impact assessments*, including public consultation at the development stage
- rules for *government procurement* of AI decision-making systems, at the deployment stage
- the role of *human oversight and intervention* in the monitoring and evaluation stage.
Designing human rights into AI-informed decision making

- Human rights by design [Rec 14]
- Certification & standards [Rec 15]
- Human rights impact assessments [Rec 16]
- Regulatory sandboxes [Rec 14]
- Monitoring & evaluation
- Use of AI
- Training, testing & building
- Human rights compliant design
- Human rights approach to government procurement [Rec 16]
- Guidance on human review, oversight & monitoring [Rec 17]
7.2 The role of co-regulation and self-regulation

Co- and self-regulation—sometimes known as ‘soft law’—commonly include measures such as codes of practice, guidelines, directives, industry or sector rules, protocols and other guidance.\(^{451}\)

Self-regulation refers to when an organisation or a group of similar organisations voluntarily develops, administers and enforces its own solution to address a particular issue, and where no formal oversight by the regulator is mandated. Self-regulatory schemes are characterised by the lack of a legal backstop to act as the guarantor of enforcement.\(^{452}\)

Numerous examples of self-regulatory measures have emerged from the tech sector in recent years. As discussed further below, ‘AI ethical frameworks’ are a particularly common form of self-regulation in this area.

Co-regulation generally refers to a process of collaboration—usually where an industry, sector or company works with government—in developing, administering and enforcing a solution, with arrangements accompanied by a legislative backstop. Co-regulation can mean that an industry or professional body develops the regulatory arrangements, such as a code of practice or rating schemes, in consultation with government. While the industry may administer its own arrangements, the government provides legislative backing to enable the arrangements to be enforced.\(^{453}\)

Several Australian Government regulators have expertise in co-regulation. The Australian Communications and Media Authority (ACMA) has identified the optimal conditions for the development of co-regulation, including environmental factors, such as the competitiveness of the market where co-regulation is being developed, and regulatory factors, such as stakeholder participation in the development of the scheme and cooperation with the regulator.\(^{454}\) The ACMA is currently overseeing the development of a voluntary code to address the issue of misinformation across digital platforms, as recommended by the ACCC’s Digital Platforms Inquiry final report.\(^{455}\)

A common benefit associated with self- and co-regulation is that they can be more flexible or adaptable to a changing environment, as compared with more conventional regulation via legislation. Stakeholders observed that this is particularly important in the context of AI, which is developing rapidly, and so such forms of regulation can set rules while also supporting innovation and the development of the digital economy.\(^{456}\) On the other hand, the majority of stakeholders considered self-regulation should not be the sole means of protecting human rights in this area, and argued instead for self- and co-regulation to be an addition—rather than replacement—for stronger regulatory measures in law.\(^{457}\)
7.3 AI ethical frameworks

In recent years, it has become common to refer to risks of human harm, associated with the development and use of AI, as ethical issues. For example, risks that AI might be used in ways that breach the right to privacy or equality are frequently referred to as ethical risks, even though they often have important legal implications.

A large number of self-regulatory initiatives—framed around ethical risks associated with AI—have been developed in response. Governments, private sector organisations and representative bodies, as well as civil society, have all developed ethical policies and principles that aim to guide the development and use of AI. This Final Report refers to such initiatives collectively as ‘AI ethical frameworks’.

As explored in this section of the chapter, there are real questions about the effectiveness of many existing AI ethical frameworks in achieving their purpose—to guide companies, researchers and others involved in developing and using AI, to avoid harm.

To be effective in achieving its legitimate aims, the Commission considers that any AI ethical framework should:

1. not be treated as a substitute for the law. Rather, it should supplement, complement and reinforce the law
2. be consistent with international human rights law
3. be framed in a way that provides useful, practical guidance, especially for those who develop and use AI.

(a) The rise of AI and ethics

Ethical principles or rules tend to be self-regulatory. They guide the person responsible for a decision to make better decisions. Generally, ethics are not legally binding, although in some highly-regulated professions or industries such as medicine or law, they can be codified into a set of rules that are legally enforced.

Some AI ethical frameworks apply exclusively to AI, and others to a narrower or broader range of technologies and techniques. They can also apply broadly to all uses of AI, or they can be directed towards a particular area, such as the use of AI in healthcare.

Generally, an AI ethical framework is premised on an understanding of the particular risks of human harm that arise in a particular field of operation. Different AI ethical frameworks adopt different approaches in understanding risks of harm. Sometimes that understanding draws on bodies of law, such as human or consumer rights; sometimes it draws on areas of developed research or thinking, such as consequentialist or teleological ethics; sometimes the understanding is more idiosyncratic, in the sense that it reflects the views and experience of the people who created the AI ethical framework in question.

AI ethical frameworks generally offer guidance and so are not legally binding. While it is possible for a legislature to incorporate an ethical framework into legislation, this has been rarely done in respect of ethics and AI.

In Australia, the most prominent AI ethical framework is the Australian Government’s AI Ethics Principles (see Box 4). There are also a range of industry-led AI ethical framework initiatives, such as Microsoft’s AI Principles.

The value of AI ethical frameworks lies in the extent to which they assist in identifying and addressing risks to humans in respect of AI-informed decision making. The Discussion Paper observed that, while AI ethical frameworks were a relatively new phenomenon, independent assessments of existing frameworks tended to cast down on their value and effectiveness. As a result, the Commission sought stakeholder feedback on the place of AI ethical frameworks, and proposed a more detailed independent inquiry into these frameworks.
Box 4: Australian Government AI Ethics Principles

In November 2019, the Australian Government released the AI Ethics Principles, which aim to ‘foster public trust and enable adoption and development of AI’. The Principles are:

- **Human, social and environmental wellbeing**: Throughout their lifecycle, AI systems should benefit individuals, society and the environment.
- **Human-centred values**: Throughout their lifecycle, AI systems should respect human rights, diversity, and the autonomy of individuals.
- **Fairness**: Throughout their lifecycle, AI systems should be inclusive and accessible, and should not involve or result in unfair discrimination against individuals, communities or groups.
- **Privacy protection and security**: Throughout their lifecycle, AI systems should respect and uphold privacy rights and data protection, and ensure the security of data.
- **Reliability and safety**: Throughout their lifecycle, AI systems should reliably operate in accordance with their intended purpose.
- **Transparency and explainability**: There should be transparency and responsible disclosure to ensure people know when they are being significantly impacted by an AI system, and can find out when an AI system is engaging with them.
- **Contestability**: When an AI system significantly impacts a person, community, group or environment, there should be a timely process to allow people to challenge the use or output of the AI system.
- **Accountability**: Those responsible for the different phases of the AI system lifecycle should be identifiable and accountable for the outcomes of the AI systems, and human oversight of AI systems should be enabled.

The Commission has received mixed feedback on the value and effectiveness of AI ethical frameworks to minimise harm to humans.

Some stakeholders saw benefit in at least some forms of AI ethical framework, especially where the framework is grounded in human rights law, or it can allow regulation that is faster to adapt than ordinary legislation tends to be. However, many more stakeholders expressed strong scepticism about the effectiveness of existing AI ethical frameworks, especially those adopted by private companies.

The most common concerns regarding existing AI ethical frameworks related to:

- the idea that AI ethical frameworks could serve as an alternative to binding laws that protect human rights and other important interests
- the lack of generally agreed normative content to provide the foundation of AI ethical frameworks
- the fact that a focus on ethics was inherently more vague and subjective than focusing on applying existing international and domestic human rights law.
Several stakeholders did not support an independent inquiry into AI ethical frameworks. There was concern that this would distract from the more pressing task of applying binding laws to the use and development of AI, especially in decision making that affects people’s legal or similarly significant rights. Stakeholders also suggested drawing on existing work, here and overseas, assessing the effectiveness of AI ethical frameworks. Other stakeholders did see utility in such an inquiry. They saw an inquiry as a chance to consolidate and harmonise the various initiatives in this area with a view to providing greater clarity and certainty of expectations. This problem was particularly acute for multi-national corporations, which might be subject to a very large number of AI ethical frameworks.

(b) Conclusion: AI ethical frameworks and regulation

The Commission acknowledges that AI ethical frameworks could play a valuable role in promoting human rights and accountability in respect of AI-informed decision making. However, many AI ethical frameworks have had limited positive impact in protecting human rights and addressing broader harms.

Recent research and evaluation suggest that some terms commonly used in AI ethical frameworks are vague or subject to differing interpretations. Too often, there is a wide gap between the principles espoused in AI ethical frameworks and how AI-powered products and services are actually developed and used. This can contribute to irresponsible and damaging use of AI.

The value of an AI ethical framework is primarily as a tool of self- or co-regulation, to assist those who develop and use AI to identify and address risks to people, especially in the context of AI-informed decision making. To achieve this goal, the following general principles should be applied.

First, an AI ethical framework should not be a substitute for the law. Rather, as in all other areas of activity, AI-informed decision making should be governed primarily by law. The starting point should be to apply our current laws more effectively in respect of AI-informed decision making, and to identify gaps in the law that require reform.

The legitimate role of an AI ethical framework is to supplement, complement and reinforce the law, by filling gaps where detailed legal regulation is inappropriate and by providing ethical guidance where the law does not, and should not, articulate a clear rule to follow.

The presence of an AI ethical framework cannot justify a government agency or company acting unaccountably, leaving affected individuals with no way of challenging an AI-informed decision or enforcing their rights.

Secondly, AI ethical frameworks should be consistent with international human rights law. Human rights law sets out agreed norms, as well as an extensive body of jurisprudence demonstrating how those norms should be applied in concrete situations. By contrast, current ethical frameworks have no equivalent agreed normative foundation.

The importance of working from an agreed normative starting point is especially important given that many leading tech companies operate across multiple jurisdictions. A human rights approach rests on ‘a level of geopolitical recognition and status under international law that no newly emergent ethical framework can match’. As the UN High Commissioner for Human Rights observed in 2019, there is no need to ‘start from scratch’ in this area, given the strength of human rights to address the challenges posed by new and emerging technologies.
Thirdly, an AI ethical framework should be practically useful, especially for those who develop and use AI. A legitimate criticism of many existing AI ethical frameworks is that they tend to be framed at a high level of abstraction or generality. For example, the principle ‘do no harm’ is common in such frameworks, but its precise meaning in the context of developing and using AI is not widely understood or agreed.

Such vague principles do not provide the level of specificity that an engineer, data scientist or someone else intimately involved in creating an AI-informed decision-making tool would need to ensure it is designed, developed and deployed in a way that protects human rights.

In its 2020 review of 47 ethical frameworks from across the world, Harvard University's Berkman Klein Center observed 'a wide and thorny gap between the articulation of these high-level concepts and their actual achievement in the real world'. Similarly, a 2018 study found that expressly instructing software engineering graduate students and professional software developers to consider ACMA’s Code of Ethics in their decision-making ‘had no observed effect’.

Instead, both the content of an AI ethical framework, and the way that content is communicated to the people who are responsible for applying the framework, need to reflect a real, practical understanding of how AI-powered products and services are developed. Among other things, this involves a broad, collaborative approach in developing AI ethical frameworks. As Gradient Institute has observed:

The oversight of AI ethical frameworks, and guidance on applying principles such as those set out immediately above, should be within the remit of the AI Safety Commissioner (Recommendation 22). While recent research on AI ethical frameworks has reduced the need for a comprehensive independent inquiry in this area, it is appropriate for this proposed new body to have the power to review specific AI ethical frameworks from time to time.

7.4 Human rights by design and AI

The Commission supports applying ‘human rights by design’ to AI. This involves systematically embedding human rights at every stage of the design, development, deployment and ongoing monitoring of products, services and systems that use AI.

Human rights by design is a developing field, and is generally considered to include a number of core elements (see Box 5).
Box 5: Human rights by design approach

The Oxford Handbook of AI Ethics described four central pillars in applying human rights by design to ‘AI systems’, which includes AI-informed decision-making systems:

- **Design and deliberation:** systems should be designed to comply with international human rights law. The design process should include appropriate mechanisms such as public consultation for AI systems posing a high risk to human rights, which may lead to redesign or the incorporation of mitigation strategies.

- **Assessment, testing and evaluation:** regular testing for human rights compliance from formulation of the initial proposal, through to design, development, prototyping and real-world implementation. Ongoing monitoring and periodic review should follow once the AI system has been deployed.

- **Independent oversight, investigation and sanction:** an independent, external, properly resourced and technically competent body should be established to oversee human rights compliance of the AI system, within a legally mandated institutional structure.

- **Traceability, evidence and proof:** AI systems should be designed to secure auditability, such that the system can be subject to a meaningful review and demonstrate ongoing human rights compliance.

As stakeholders observed, human rights by design often builds on and complements similar design-led approaches, especially:

- **Privacy by design**, which aims to ensure privacy is built ‘into projects from the design stage onwards’, and should be considered ‘a fundamental component of effective data protection’. Privacy by design involves ‘taking steps at the outset of a project that minimise risks to an individual’s privacy, while also optimising the use of data’.

- **Safety by design**, a set of principles developed by the Australian eSafety Commissioner, which guide companies to use a design process to assess, review and embed user safety into online services, providing an achievable voluntary standard for private industry.

There was strong support among stakeholders for encouraging human rights by design in research and development using AI, with stakeholders seeing benefit in embedding human rights protection at the earliest stages of the AI life cycle. Stakeholders encouraged wide consultation with a range of experts, decision makers and with those who will be impacted by the use of AI in decision making. Human rights by design could also be applied through algorithmic or human rights impact assessments.

There was a recognition that Australia would benefit from a process, led by an expert taskforce, to develop the human rights by design concept further, and make it easier to apply to the development and use of AI in decision making.

The Commission encourages those responsible for designing, developing and overseeing AI-informed decision-making systems to adopt a human rights by design approach from the earliest stages of considering and developing such systems. This approach can help government and non-government bodies to identify and address human rights issues before they result in rights breaches. It can also support and reinforce the legal mechanisms discussed in Chapters 5 and 6.
While human rights by design is still in its relative infancy, it is similar to other design-led approaches that can drive positive results. There are also parallels with approaches like human rights due diligence, which has been used by the private sector to assess the human rights impacts of their operations across the supply chain.491

As set out in Recommendation 14 below, the Commission recommends practical steps to embed the principles of human rights design in the development of AI-informed decision making.

7.5 Design standards and certification

Voluntary standards and certification schemes can help to promote human rights and accountability, especially in the design of AI-informed decision-making systems.

Standards set out ‘specifications, procedures and guidelines that aim to ensure products, services, and systems are safe, consistent, and reliable’.492 A standard can apply to particular groups or industries, with some standards operating within a national or sub-national jurisdiction or more broadly across multiple nation states. Standards tend to be voluntary, but like ethical frameworks, standards can be given the force of law, through legislation.

The Commission recommends (see Recommendation 14) that a multi-disciplinary taskforce consider ways to develop and apply voluntary standards and certification schemes for AI.

[a] Experience in Australia and overseas

There is already a substantial body of work regarding global standards for AI. This includes the work of professional bodies, such as the IEEE’s guide to ‘ethically aligned design’ for autonomous and intelligent systems, and international organisations, such as the OECD’s Principles on AI.493 The European Commission has also considered how the EU’s existing safety and product liability regulatory framework, including product standards, apply to AI, IoT and robotics.494

The Australian Government’s 2020 AI Action Plan states that ‘standards will be a key enabler in helping businesses confidently adopt AI solutions’.495 While the Government has not incorporated any AI standards into Australia law or policy, in 2019, it provided funding to Standards Australia, to consult on the development of standards to AI.496 The resultant AI Standards Roadmap sets out steps to support the development of standards for AI in Australia.497

The Government’s AI Ethics Principles also contains general principles for designing, developing, integrating or using AI.498

Stakeholders recognised that voluntary standards offer flexibility in protecting human rights, and they can be developed with the private sector as a co-regulatory measure.499 Some argued that standards could help promote design of AI-informed decision-making tools that bring human rights to the fore, especially when standards have legal force.500

Standards share some common features with voluntary certification or ‘trustmark’ schemes. These schemes tend not to be legally binding, but they can incentivise compliance, especially by influencing consumer choice. The EU’s GDPR, for example, encourages Member States to establish ‘data protection certification mechanisms’ and ‘data protection seals and marks’ to demonstrate compliance with the Regulation.501

Stakeholders expressed interest in the use of trustmarks to certify products and services using AI as ethically or human rights compliant.502 Several stakeholders specifically referred to the idea advanced by Australia’s then Chief Scientist, Dr Alan Finkel, to establish a ‘Turing Stamp’—a proposed voluntary certification scheme for ‘ethical AI’ that would be independently audited.503

The OAIC has supported a certification scheme as a means of ensuring that individuals are provided with information about the privacy credentials of third parties, such as businesses, they interact with.504

There was some opposition to the idea of a certification scheme applying to AI generally; rather, certification should be sector specific and proportionate to the risk of identified harms.505 One stakeholder cautioned against any kind
of certification scheme, noting the difficulty of obtaining a sufficient level of expertise to govern such a scheme, and questioning whether certification would lead to better decision making by the public.506

There was support among stakeholders for a multidisciplinary taskforce, informed by public consultation, to advance Australia’s approach to standards and certification schemes in the area of AI generally, and AI-informed decision making in particular.507

(b) Conclusion

The Commission supports the development of voluntary design standards and certification schemes in respect of AI-informed decision making. Such initiatives can help bring human rights issues to the fore at the early stages of the AI life cycle, and is supported by the UN Guiding Principles on Business and Human Rights.508

In its current review of federal privacy law, the Australian Government is considering the ‘desirability and feasibility of an independent certification scheme to monitor and demonstrate compliance with Australian privacy laws’.509 This is a good idea. However, any such certification scheme should take into account all human rights that are engaged by AI-informed decision making. In the Commission’s view, a multi-disciplinary taskforce (see Recommendation 14) should consider:

- how to develop human rights compliant standards for AI-informed decision making, building on the Australian Government’s AI Action Plan
- whether these standards, guided by human rights, should be given legislative force
- whether a self- or co-regulatory certification scheme should be established in this area and, if so, how the scheme should operate
- how to ensure standards and certification are integrated into international processes, given recommendations in the Standards Australia AI Roadmap, referred to in the Government’s AI Action Plan.510

The taskforce should consult with a range of experts, both here and overseas, across a range of disciplines, including human rights, law and engineering.
RECOMMENDATION 14: The Australian Government should convene a multi-disciplinary taskforce on AI-informed decision making, led by an independent body, such as the AI Safety Commissioner (Recommendation 22). The taskforce should:

(a) promote the use of human rights by design in this area
(b) advise on the development and use of voluntary standards and certification schemes
(c) advise on the development of one or more regulatory sandboxes focused on upholding human rights in the use of AI-informed decision making.

The taskforce should consult widely in the public and private sectors, including with those whose human rights are likely to be significantly affected by AI-informed decision making.

A regulatory sandbox is a controlled environment, created by a regulator, to enable people to test new products, services or practices under the regulator’s supervision.

Regulatory sandboxes are especially popular in the context of new and emerging technologies. They aim to facilitate dialogue with policy makers, and enable regulators ‘to try out new rules and observe their impact on the technology in an environment where wider damage or danger to the public is limited’. Experience from the operation of the sandbox can be used to inform policy and regulation. Regulatory sandboxes can provide mutual benefit to both the regulator and participant, including:

- reducing regulatory uncertainty for innovators
- providing an opportunity to discuss, in confidence and candidly, the potential uses of new technologies
- obtaining early warning that a feature of a new product may not be acceptable, allowing that feature to be modified.

On the other hand, some criticise the regulatory sandbox concept because it:

- can create a risk or perception that regulators inappropriately support or favour certain tech start-ups
- may create limited safeguards against harm to individuals
- can inappropriately lower barriers to entry in areas where the actual risk of harm to humans is high.

In the specific context of AI, there can be a tension between the need to be candid with a regulator, and the commercial sensitivity of an opaque algorithm.

Noting this complexity, the Commission sees benefit in trialling regulatory sandboxes for AI-informed decision making, as a way of promoting responsible innovation. This chapter recommends expert advice be commissioned on the use of regulatory sandboxes for AI-informed decision making.

[a] Options for reform

Some see regulatory sandboxes as a way of supporting innovation, while enabling regulators to test new regulatory models. To date, regulatory sandboxes have been deployed mostly in the ‘FinTech’ area—that is, in respect of technology that enables or supports banking and financial services.

In Australia, ASIC is running an ‘enhanced regulatory sandbox’ that exempts the provider of an eligible financial product, service or credit activity from relevant licensing requirements for up to 24 months while the entity participates in the sandbox.

Other jurisdictions have begun to establish regulatory sandboxes in areas more closely aligned with human rights, such as the protection of data privacy (see Box 6.)
Box 6: UK Information Commissioner’s Office regulatory sandbox

In 2019, the UK’s ICO introduced a regulatory sandbox to support organisations developing products and services that ‘use personal data in innovative and safe ways and ... deliver a potential public benefit’.516

In 2020, the ICO published a report on the participation of the National Health Service’s NHS Digital, which was developing a central consent mechanism for patients to agree to share their personal data, including with researchers working on a COVID-19 vaccine.517

The NHS sought advice from the ICO regarding the service, including the project’s privacy impact, issues regarding notification and consent, compliance with the GDPR and UK data protection legislation.

The regulatory sandbox process was considered to be of mutual benefit to the ICO as regulator and the NHS. The ICO gained a better understanding of the sharing of patient data and the interaction of privacy and other related laws and policies. The NHS, developing the service under tight timescales, received expert advice that gave it confidence it would respect privacy and related rights and maintain public trust.518

A key area of focus for the 2020-21 regulatory sandbox for the ICO is the development of products or services ‘that support complex data sharing in the public interest’, but where the data sharing may pose a high risk to the public and information rights, involve the processing of personal data, or use novel or innovative techniques.519

Stakeholders identified a range of potential benefits of using regulatory sandboxes to protect human rights, including:

- fostering a more open engagement between regulators, government agencies and the private sector, particularly small to medium-sized enterprises521
- the potential for early identification of risks or breaches of regulation, which can save costs associated with products and services that are unviable522
- the early identification of risks or rule breaches can also be used to improve the regulatory system itself523
- the building of public trust in AI that has been subjected to this adapted form of regulation.524

Stakeholders encouraged a broad view of what could be tested in a regulatory sandbox, including not only new technology products but also methods of review and evaluation.525 Stakeholders also pointed to the importance of learning from sandboxes that have already been established, or suggested that human rights be added as a measurement to existing sandboxes.526

Stakeholders commented on the parameters of the sandbox, including in relation to:

- its focus, such as the testing of an AI-informed decision-making system for algorithmic bias and fairness, measuring compliance of an AI product or service with data access and sharing rules, or the consideration of specific technologies such as facial recognition technology or self-driving vehicles
- eligibility, including that it be an opt in, with no incentive offered other than the benefits of co-regulatory collaboration
- applicable regulation, including assessing adherence to domestic and international human rights law
- the overseeing regulator, including the benefits of collaboration between different regulators with their relevant expertise, and the importance of resourcing the overseeing regulator to ensure a proactive and strong regulatory approach.527

Stakeholders also noted the importance, in this context, of protecting commercially-sensitive information and intellectual property.528

There was support among stakeholders for the use of regulatory sandboxes to ‘bake in’ human rights protections in the design and development of emerging technologies.520
529 Conclusion: developing a regulatory sandbox for responsible AI

As AI is relatively new, it can be difficult to predict how it will operate in decision making and more broadly. Yet such prediction is crucial in creating the right regulatory settings. This problem can be exacerbated by a ‘move fast and break things’ ethos, which is common in the technology industry.529

A result can be that AI-powered products and services are sometimes not being rigorously tested before being publicly released.530 Inadequate testing can cause harm, including to human rights and public trust. High-profile examples include an AI-powered chatbot that made racist statements,531 and a facial-recognition application that mislabelled some people with dark skin as gorillas.532

Anticipatory regulation, however, is inherently difficult in the context of rapidly-evolving technology like AI. As a result, some laws that do not sufficiently address human rights risks, or are so restrictive that they disproportionately limit innovation.

The Commission sees benefit in one or more Australian regulatory sandboxes, focused on assessing the human rights impact of AI-informed decision making. This could help to encourage such uses of AI to be tested more rigorously, and in developing effective regulation.

Overseas experience supports a growing role for regulatory sandboxes to facilitate a co-regulatory approach that is of mutual benefit to the sandbox participant and the regulator. This would also be a way of Australia making good on its commitment to abide by the OECD AI Principles, which calls on governments to

promote a policy environment that supports an agile transition from the research and development stage to the deployment and operation stage for trustworthy AI systems. To this effect, they should consider using experimentation to provide a controlled environment in which AI systems can be tested, and scaled-up, as appropriate.533

To this end, the Commission recommends that an expert taskforce on AI advise on the development of one or more regulatory sandboxes focused on upholding human rights in the use of AI-informed decision making.
7.7 Human rights impact assessments

**RECOMMENDATION 15:** The Australian Government should appoint an independent body, such as the AI Safety Commissioner (Recommendation 22), to develop a tool to assist private sector bodies undertake human rights impact assessments (HRIAs) in developing AI-informed decision-making systems. The Australian Government should maintain a public register of completed HRIAs.

As discussed in Chapter 5, a human rights impact assessment (HRIA) is a tool to assess how a new product, service, law or policy will engage human rights. It also provides a framework for ensuring adequate rights protections.

HRIAs are increasingly being used by government, the private sector and civil society organisations to measure the risk to human rights posed by their activities, ensure that measures are put in place to address human rights risks, and support the availability of remedies for any human rights infringements.

Drawing on current research and the UN Guiding Principles on Business and Human Rights, the Danish Human Rights Commission recently published a toolkit for businesses seeking to conduct HRIAs, which emphasises:

- using international human rights law as a basis and benchmark for the HRIA
- applying a human rights approach, including principles such as participation, empowerment and transparency
- accountability, recognising the rights owed to individuals and corresponding duties borne by governments, businesses and others.

The Commission recommends that the Government develop an HRIA tool for use in AI-informed decision making.

[a) Options for reform](#)

There was strong support, from the public and private sectors, for the Australian Government to develop an HRIA tool and associated guidance for AI-informed decision making. Some stakeholders also observed that an HRIA will only protect human rights if situated within a strong regulatory framework.

Stakeholders also commented on a number of specific issues regarding HRIAs, including:

- **how the HRIA tool should be developed.** Stakeholders generally submitted that there should be broad community consultation in developing an HRIA tool. Stakeholders also emphasised HRIAs should be developed by an independent body, such as an existing regulator or the AI Safety Commissioner (Recommendation 22), and be embedded with accountability measures.

- **when an HRIA should be undertaken.** Stakeholders were clear that the HRIA should be embedded throughout the AI life cycle, from the design of an AI product through to the monitoring and review of an AI-informed decision-making system in operation. HRIAs should be undertaken by people with sufficient human rights expertise to ensure a meaningful process.

- **mandatory or voluntary.** Some stakeholders supported making HRIAs mandatory, particularly where AI-informed decision making is being contemplated by government. Others observed that HRIAs may still have considerable influence even if not legally required, including where they are encouraged through measures such as government procurement rules.
• the consequences of a high risk finding. Stakeholders observed that where an HRIA highlighted a high risk of a human rights breach, especially before the relevant AI-informed decision-making system is in operation, this presents an opportunity to address the potential harm before any individual is negatively affected in reality.  

• how the HRIA should be applied to AI-informed decision-making systems developed overseas. Stakeholders recognised the difficulty in Australia regulating something, including an AI-informed decision-making system, that has been developed overseas. For this reason, there was a desire for Australia to work towards a harmonised approach internationally to undertaking HRIAs. Some stakeholders considered that, in any event, where such a system is to be used in Australia, it should be subject to an Australian HRIA process, and if it is non-compliant it should be prohibited.

(b) Conclusion

The Commission considers that the use of HRIAs would help to identify and address human rights issues at the earliest stage of the design, development and deployment of AI-informed decision-making systems.

The Australian Government’s AI Action Plan recognises the need to assist corporations and other private sector bodies by ensuring the ‘compliance burden of regulation is proportionate and specific to the risks associated with particular AI applications’. Similarly, the Government’s AI Ethics Principles note the importance of careful consideration of human rights risks.

The Australian Government could make good on this recognition by developing a tool to assist corporations and others to undertake HRIAs in this area. At this point, the Commission does not propose that HRIAs be mandatory for AI-informed decision making by non-government bodies.

The effectiveness of any HRIA relies on it being a well-considered, rigorous process. In developing a tool for HRIAs in this area, it would be sensible to draw on other similar initiatives. These include:

• the Canadian Government’s algorithmic impact assessment process, which aims to identify and mitigate risks associated with automated decision making.

• the AI Now Institute’s algorithmic impact assessment accountability tool for public service use of algorithmic and automated decision making.

• Microsoft and Article One’s HRIA tool, which can be used to examine human rights risks and opportunities related to AI.

HRIAs are similar to other impact assessments, such as privacy impact assessments, but are more comprehensive in addressing the full range of human rights engaged by AI-informed decision making. HRIAs could also help to provide tangible evidence of a company acting ethically. For instance, where a company completes an HRIA, it could help to show human rights compliance in a government procurement process.
7.8 Government procurement

**RECOMMENDATION 16:** The Australian Government should adopt a human rights approach to procurement of products and services that use artificial intelligence. The Department of Finance, in consultation with the Digital Transformation Agency and other key decision makers and stakeholders, should amend current procurement law, policy and guidance to require that human rights are protected in the design and development of any AI-informed decision-making tool procured by the Australian Government.

Procurement of goods and services by the Australian Government is regulated by a combination of laws, policies and guidance documents. The ‘core rule’ underpinning the Australian Government’s procurement system is achieving ‘value for money’. Certain procurement processes by Government departments and agencies must comply with the Commonwealth Procurement Rules made under the Public Governance, Performance and Accountability Act 2013 (Cth).

The Digital Transformation Agency (DTA) has a central role in large-scale government procurement of information and communications technology (ICT). The DTA’s framework for ICT procurement includes best-practice principles to guide government agencies in sourcing ICT products and services. These principles include ‘encouraging competition’, and they urge agencies to be ‘innovative and iterate often’, be ‘outcomes focused’ and ‘minimise cyber-security risks’.

It is increasingly common to use government procurement processes as a lever to influence behaviour to achieve other policy outcomes. For example, Innovation and Science Australia identified government procurement to be a ‘strategic lever’ to stimulate and promote innovation. Similarly, a UK parliamentary committee recommended ‘targeted procurement to provide a boost to AI development and deployment’ and ‘to capitalise on AI for the public good’.

The Australian Government, like other governments, has a significant level of committed investment in AI-powered products and services, and so it is natural that it should seek to influence the market positively in this area. Moreover, the Australian Government generally develops AI-informed decision-making systems in partnership with the private sector. Consequently, it is vital that the Government procures AI-informed decision-making systems that are safe and protect human rights. The Commission recommends the Government review its procurement rules and policies to ensure they reflect a human rights approach in respect of products and services that use AI.

(a) Options for improving government procurement

There was broad support among stakeholders for government agencies to include human rights protections whenever they procure an AI-informed decision-making system. Stakeholders saw procurement rules as an important lever to secure transparent, explainable and accountable use of AI in decision making by government.

Some stakeholders emphasised the often-sensitive nature of government decision making and potential impact on vulnerable people, which heightens the importance of ensuring that AI-informed decision making complies with human rights.

Other stakeholders sought clarification on the meaning of human rights in this context. Given that AI-powered goods and services are often developed overseas, it could be difficult for Australia to impose higher or different standards compared with those adopted in larger markets.

The AI Now Institute suggested that these challenges could be addressed by including waivers regarding trade secrecy or other such commercial barriers to sharing information, referring to its Shadow Report to the New York City Automated
Decision System Task Force. KPMG Australia submitted that a supplier from a high-risk jurisdiction should be required to demonstrate compliance with international human rights standards, rather than compliance only with local law.

(b) Conclusion

Increasingly, governments are using AI to make decisions that have a momentous impact on the human rights of their citizens, including in relation to housing, health services, employment, social security and criminal justice. Those decisions can disproportionately affect people who are already vulnerable or disadvantaged.

The Australian Government generally works with, and relies on, the private sector to develop AI-informed decision-making systems. It is well recognised, therefore, that government procurement should focus on ensuring these systems are safe and comply with human rights.

The UK Government’s Artificial Intelligence Office, for example, published guidelines for AI procurement in 2020. The ten guidelines focus on ensuring the specific risks associated with AI technology are identified and managed early in the procurement phase, and they recommend explainability and interpretability of algorithms be included as design criteria. The UK Government partnered with the World Economic Forum and industry bodies to produce a procurement toolkit to guide responsible—and human rights compliant—procurement of AI by the public sector (see Box 7).

Civil society organisations have also recognised the potential of government procurement to incentivise the development of human rights compliant AI for use in decision making. Access Now, for example, has recommended open procurement standards be followed by the public sector, including ‘publication of the purpose of the system, goals, parameters, and other information to facilitate public understanding’, including providing for a period for public consultation, particularly with affected groups.

Similarly, the AI Now Institute has developed detailed questions to support transparent and accountable public sector procurement of AI-informed decision-making systems, such as requiring vendors to provide detailed information regarding training and input data for the AI tool, including plain language descriptions regarding how the system makes determinations.

Box 7: World Economic Forum AI Government Procurement Guidelines

The World Economic Forum has proposed ‘actionable procurement guidelines’ for government procurement of AI-powered products and services, to ‘enable good decision-making that can also be evaluated’. Acknowledging that public procurement has been shown to deliver strategic outcomes in areas such as human rights, it notes that poor procurement decisions in respect of AI ‘can limit accountability, undermine social values, entrench the market power of large businesses, decrease public trust and ultimately slow digital transformation in the public sector.’

The toolkit offers guidance on matters such as using AI risk and impact assessments—including HRIAs—to inform the procurement process and ensure mitigation strategies are adopted. Other key considerations include: the availability of technical information and any governance considerations of obtaining relevant data; whether limitations on using personal data may render the end product inappropriate, unreliable or misleading; feedback obtained from a diverse and multidisciplinary team, and requiring tender information to include information about the design team of the AI system.
The Australian Government should adopt a human rights approach to government procurement of important products and services that use AI. This will ensure that the Government continues to meet its human rights obligations through any outsourcing or contracting arrangement. This process should consider:

- amending the DTA’s Digital Sourcing Framework for ICT procurement to include a specific reference to human rights protection
- a requirement for any vendor of an AI-informed decision-making system to complete a human rights impact assessment
- guidance to support government decision makers to assess whether an AI-informed decision-making system will support compliance with the legal measures guaranteeing a right to a remedy
- compliance with relevant Australian and international standards.

7.9 Monitoring and evaluation: human oversight and intervention

[RECOMMENDATION 17: The Australian Government should engage an expert body, such as the AI Safety Commissioner (Recommendation 22), to issue guidance to the private sector on good practice regarding human review, oversight and monitoring of AI-informed decision-making systems. This body should also advise the Government on ways to incentivise such good practice through the use of voluntary standards, certification schemes and government procurement rules.]

There is an important role for people in overseeing, monitoring and intervening in AI-informed decision making. Human involvement is especially important to:

- review individual decisions, especially to correct for errors at the individual level
- oversee the operation of an AI-informed decision-making system to ensure the system is operating effectively as a whole.

The Commission recommends that the Australian Government provide guidance for the private sector on good practice for human review of AI-informed decisions. There may be a case for making human review mandatory for the private sector. However, in the first instance, the Commission recommends that the Government focus on methods to incentivise human review through the use of voluntary standards, certification and government procurement rules.

[a] Options for review of AI-informed decisions

Adopting an AI-informed decision-making system involves choosing the extent to which humans will be involved in the decision-making process. It is extremely rare to adopt a wholly automated or ‘unsupervised’ system, with no human involvement or oversight.

The level and quality of human involvement in an AI-informed decision-making system will be determined by the answers to questions such as the following:

- To what extent is the decision-making process automated or unsupervised? In other words, is the decision made wholly using AI, or is AI used to provide a recommendation or other information that a human can consider in making a decision?
- What kind of human oversight is provided for? Can a human overturn and replace a decision made using AI?
- What information about the operation of AI is provided to the human fulfilling the oversight function? Is the human appropriately qualified to understand this information?
• To what extent do humans monitor the operation of the system as a whole, making any adjustments necessary to improve its operation?

The European Commission’s Ethics Guidelines for Trustworthy AI summarises three levels of human involvement in an AI-informed decision-making system:

• ‘human-in-the-loop’, which is the ‘capability for human intervention in every decision cycle of the system’—although the Guidelines also acknowledge that ‘in many cases [this] is neither possible nor desirable’

• ‘human-on-the-loop’, where humans are involved in designing the system and monitoring its operation

• ‘human-in-command’, which is the human ‘capability to oversee the overall activity of the AI system (including its broader economic, societal, legal and ethical impact) and the ability to decide when and how to use the system in any particular situation’ including deciding not to use AI, establishing levels of human discretion or giving human decision makers the ability to override a decision.

Many stakeholders expressed deep concern about the phenomenon of AI-informed decision making that is wholly unsupervised or has inadequate supervision by humans. They argued that human oversight is essential at all critical points in the design, development, use and monitoring of AI-informed decision making.577

There was broad concern—among civil society, government and academic stakeholders—that there is often inadequate human oversight for AI-informed decision making by the private sector, especially given such decisions can significantly affect individuals’ human rights.579

Some stakeholders saw a right of review by a human decision maker as being the most appropriate way of involving humans in AI-informed decision making.580 There was also support for oversight of the overall operation of AI-informed decision-making systems, such as by way of audit, to ensure ongoing accountability for the system’s outputs.581

However, there was opposition to the idea of introducing a general legal requirement on the private sector to adopt a particular form of human oversight for AI-informed decision making. It was observed that human involvement does not necessarily improve the quality of decision making.582 For example, human involvement can introduce human bias or prejudice.583 Moreover, for some tasks, AI-powered applications already outperform humans, making it difficult to design oversight in a way that improves the decision-making process.584

(b) Conclusion: improving review and oversight of private sector use of AI

(i) Reviewing individual decisions

Where government makes administrative decisions using AI, affected people should be able to seek independent merits review and judicial review.585

Where a private sector body makes an AI-informed decision, it is good practice for the body to allow an affected person to have the decision reviewed by a human with appropriate authority, skills and information. The purpose of this review would be to identify and correct any errors that have arisen through the use of AI in the decision-making process.

The Commission acknowledges that providing for such review can be difficult. Often there will be a need for a significant level of technical knowledge regarding the form of AI.586 Sometimes expertise from outside the organisation that made the decision will be needed.587

In view of such challenges, the Commission recommends that the Australian Government provide guidance for the private sector on effective human review of AI-informed decisions. Ideally, this should be developed by the AI Safety Commissioner (Recommendation 22). The Commission also recommends that options be considered for incentivising human review through the use of voluntary standards, certification and government procurement rules.
Some overseas jurisdictions have gone further, requiring a form of human review—at least for some types of AI-informed decision made by non-government bodies. In particular, Article 22 of the GDPR provides for ‘human intervention’ to enable an individual affected by an automated decision to express their view and contest the decision.

The Commission does not presently recommend that private sector bodies be legally required to make provision for human review. While this view may change, the Commission is not currently convinced that mandating human review by private sector bodies would be desirable. The reasons for this view include:

- A different system of legal accountability applies to decisions made by the private sector, as compared to administrative decisions by or on behalf of government. There is no equivalent to the administrative law system of review for private sector decision making.
- There are other legal protections, which can be adjudicated by courts and tribunals, that apply to private sector decision making. For example, where a company is responsible for an AI-informed decision that involves unlawful discrimination, this can be challenged in courts and tribunals.
- Given the breadth of AI-informed decision making, the almost infinite potential for it to expand further, and the fact that some decisions cannot currently be made more accurately by humans without the assistance of AI, it would be very difficult to legislate a specific form of review that would be suitable for all types of AI-informed decision making.

(ii) System-level oversight

The Government and private sector also should consider the need for human oversight of the operation of AI-informed decision-making systems. The aim of this form of human oversight is to ensure the system is operating effectively as a whole.

The Commission considers that such oversight should occur at all stages of the AI lifecycle: in the design and development of AI-informed decision-making systems; when these systems are being tested in a controlled environment; and at regular intervals after they have begun operating ‘in the real world’.

As with human review of individual AI-informed decisions, the Commission recommends that the Australian Government provide guidance in respect of system-wide oversight and monitoring of these systems, and consideration be given to incentivising such activity through standards, certification and government procurement rules.
8. AI, equality and non-discrimination

8.1 Summary

Artificial intelligence can enable good, data-driven decision making. The use of AI can allow large amounts of relevant information to be considered, sifting out anything that is irrelevant to the decision-making process.

However, there is a growing awareness that the use of AI does not always achieve this objective. It can sometimes result in decisions that are unfair or even discriminatory. This problem is often referred to as ‘algorithmic bias’.

Unfairness and discrimination can arise in all forms of decision making, not just AI-informed decisions. The problem sometimes stems from conscious, as well as subconscious or unconscious, bias and prejudice. However, the use of AI can have the effect of obscuring and entrenching unfairness or even unlawful discrimination.

This chapter sets out some of the key issues relating to algorithmic bias, and its connection to unlawful discrimination. It recommends greater guidance for government and non-government bodies in complying with anti-discrimination law in the context of AI-informed decision making.

8.2 AI and the risk of discrimination

Under international law, unlawful discrimination occurs when a person is treated less favourably than another person or group because of their race, colour, sex, language, religion, political or other opinion, national or social origin, property, birth or other status.

This right has been largely incorporated into Australia’s federal, state and territory laws. Federal anti-discrimination laws prohibit discrimination on the basis of protected attributes that include an individual’s:

- age
- disability
- race, including colour, national or ethnic origin or immigrant status
- sex, pregnancy, marital or relationship status, family responsibilities or breastfeeding
- sexual orientation, gender identity or intersex status.

Some state and territory laws offer more extensive anti-discrimination protection in their respective jurisdictions, as compared with federal law.
Under federal law, it is unlawful to discriminate against a person on the basis of a protected attribute, in providing or refusing to provide goods, services or facilities. Discrimination can be direct or indirect. ‘Direct discrimination’ is where a person is treated differently from others. By contrast, ‘indirect discrimination’ occurs when an unreasonable rule or policy applies to everyone but has the effect of disadvantaging some people because of a personal characteristic they share.

Indirect discrimination can arise where apparently innocuous information is, in reality, a ‘proxy’ or indicator for a protected attribute. For example, if large numbers of people of the same ethnic origin happen to live in a particular suburb or neighbourhood, the postcode where an individual lives can become a proxy or likely indication of the individual’s ethnic origin. If a decision is made by reference to that proxy, and the decision unfairly disadvantages members of that ethnic group, it could lead to indirect discrimination.

[a] Algorithmic bias

While ‘algorithmic bias’ is not a term of art, it is usually understood to refer to the situation where AI is used to produce outputs that treat one group less favourably than another, without justification. Algorithmic bias can include statistical bias—long familiar to computer scientists, data analysts and statisticians—as well as concepts of fairness, equality and discrimination. It can arise through problems with the data being used by the AI-powered system or tool, or because of problems with the system or tool itself.

The use of AI can assist in identifying and addressing bias or prejudice that can be present in human decision making, but it can also perpetuate or entrench such problems. In a recent review of algorithmic decision making in the recruitment, financial services, policing and local government sectors, the UK Government’s Centre for Data Ethics and Innovation concluded:

New forms of decision-making have surfaced numerous examples where algorithms have entrenched or amplified historic biases; or even created new forms of bias or unfairness. Active steps to anticipate risks and measure outcomes are required to avoid this.

Examples of the problem of algorithmic bias, which in some situations can involve unlawful discrimination, are emerging in decision making in the criminal justice system, advertising, recruitment, healthcare, policing and elsewhere.

Where an algorithm is expressly designed to exclude a particular group, or where it gives extra weight to a protected attribute such as race, age, or gender, it is likely to disadvantage people by reference to those protected attributes. In these situations, discrimination may be easy to identify.

However, unfairness or discrimination also can be difficult to detect and address. Much will depend on the data used to train an AI-informed decision-making system. Some refer to data science’s ‘garbage in, garbage out’ problem, where a ‘flawed’ data set is used to produce decisions that are unreliable, unfair or discriminatory.
Such flaws can arise, and lead to algorithmic bias, for a variety of reasons. Examples include where the AI-informed decision-making system is designed in a way that:

- gives undue weight to a particular data set
- relies on a data set that is incomplete, out of date or incorrect, or
- uses a data set that is affected by selection bias—that is, where the data set is not representative of a population so may ultimately favour one group over another.\textsuperscript{597}

There has been growing attention to the problem that arises where an AI-informed decision-making system is ‘trained’ on historical data that is affected by prejudice or unlawful discrimination.

For instance, imagine AI is used to make home loan decisions. If the AI-informed decision-making system is trained on many years of human decisions that were prejudiced against female loan applicants—in other words, if the training data contains a historical bias—the system can replicate or even reinforce this bias in its outputs.

This historical bias might be ‘hidden’ in the training data, in the sense that it is difficult to discern the unfair disadvantage. Yet the AI-informed decision-making system will continue to apply this disadvantage to female loan applicants, even if there is no longer any underlying prejudice or other improper motivation in the design of the system.\textsuperscript{598}

An oft-cited example is a recruitment tool that favoured male over female candidates. The algorithm was trained to identify patterns in job applications received by the company over a 10-year period. As most of the job applicants were male, the system ‘learned’ that male applicants were preferable, and generated recommendations for the future workforce accordingly.\textsuperscript{599}

Similarly, profiling individuals through data mining in order to draw inferences about their behaviour carries risks of unfair and discriminatory treatment.\textsuperscript{600} This, too, can lead to unlawful discrimination. The UN Committee on the Elimination of Racial Discrimination recently completed a three-year study on the use of AI in a policing context, identifying a greater risk of racial profiling arising from the use of certain AI methods.\textsuperscript{601}
8.3 Anti-discrimination law reform or guidance

**RECOMMENDATION 18:** The Australian Government should resource the Australian Human Rights Commission to produce guidelines for government and non-government bodies on complying with federal anti-discrimination laws in the use of AI-informed decision making.

In principle, it is unlawful to discriminate in AI-informed decision making, just as it is in more conventional decision making. However, novel problems can arise in applying anti-discrimination law to AI-informed decision making.

For example, determining whether an individual has been treated differently based on a protected attribute can be difficult where there is a combination of variables entered into a machine-learning algorithm. If reasons or an explanation are not produced for an AI-informed decision, this can make it even more difficult, if not impossible, to determine whether unlawful discrimination has occurred.

Stakeholders requested the Commission or another expert body issue guidance on avoiding discrimination in AI-informed decision making. Depending on how it is used, AI can either reduce or increase the risk of unfairness and unlawful discrimination. Consequently, this chapter recommends that the Commission be resourced to produce detailed guidance in this area.

The Australian Government’s *AI Ethics Principles* state that AI systems ‘should not involve or result in unfair discrimination’. The Principles recognise a responsibility on those engaging in AI-informed decisions to take measures that ensure these ‘decisions are compliant with anti-discrimination laws’.

Similarly, the Commission endorses the UK Government’s Centre for Data, Ethics and Innovation observation that the current focus should be on clarifying how existing legislation applies to algorithmic decision-making, ensuring that organisations know how to comply in an algorithmic context, alongside effective enforcement of these laws to algorithmic decision-making...

The application of current legislation must be clear and enforced accordingly to ensure bad practice is reduced as much as possible.

The Commission partnered with a number of leading expert organisations to publish a technical paper for Australian businesses on understanding and addressing algorithmic bias in how they design AI-informed decision-making systems (see Box 8).

It is clear, however, that more guidance is needed. In the UK, it was noted that national human rights institutions are well placed to issue this sort of guidance. As Australia’s national human rights institution, the Commission is the principal authority on Australia’s anti-discrimination laws, and has extensive experience in investigating and conciliating complaints of discrimination and human rights breaches. Under s 11(1)(n) of the *Australian Human Rights Commission Act 1986* (Cth), the Commission has the power to produce guidelines on relevant laws.

To this end, there would be value in the Commission producing detailed guidance on the application of anti-discrimination law to AI-informed decision making for Australian public and private sector bodies. The Australian Government should provide the Commission with the necessary resources to undertake this role.

A number of the recommendations regarding the accountability of AI-informed decision making, set out in Chapters 5 and 6, would help to address the problem of algorithmic bias. In addition, there may be a need for more targeted reform to anti-discrimination law, to address issues such as:

- how reliance on a particular factor, or combination of factors, may act as a proxy for a protected attribute, and how this applies to the legal concepts of direct and indirect discrimination.
• whether particular techniques associated with AI, such as predictive machine learning algorithms, could lead to new forms of discrimination through the drawing of connections by reference to a multitude of data points.608

There is a growing body of research that is leading to the development of measures that aim to address the problem of algorithmic bias. In assessing the need for reform, it would be useful to consider such measures as:

• ‘preprocessing methods’, referring to strategies to address problems in the training data that can result in algorithmic bias609
• ‘in-processing’ techniques, involving modifying the learning algorithm
• ‘post-processing’ methods, involving auditing algorithmic outcomes to identify and resolve discrimination patterns.610

Box 8: Technical Paper: Addressing the problem of algorithmic bias

In November 2020, the Commission published a Technical Paper, Using artificial intelligence to make decisions: Addressing the problem of algorithmic bias.611 The Paper was the product of a partnership between the Commission, Gradient Institute, Consumer Policy Research Centre (CPRC), CHOICE and CSIRO’s Data61.

Using a synthetic data set, the Technical Paper tests how algorithmic bias can arise, using a hypothetical simulation: an electricity retailer using an AI-powered tool to decide how to offer its products to customers, and on what terms.

The simulation identified five forms of algorithmic bias that may arise due to problems attributed to the data set, the use of AI itself, societal inequality, or a combination of these sources.

The Paper investigates if algorithmic bias would be likely to arise in each scenario, the nature of any bias, and provides guidance regarding how these problems might be addressed. Specifically, it shows how these problems can be addressed by businesses acquiring more appropriate data, pre-processing the data, increasing the model complexity, modifying the AI system and changing the target variable.

The Paper, the first of its kind in Australia, highlights the importance of multidisciplinary, multi-stakeholder cooperation to produce practical guidance for businesses wishing to use AI in a way that is responsible and complies with human rights.
AI, equality and non-discrimination
9. Biometric surveillance, facial recognition and privacy

9.1 Summary

Personal information is the ‘fuel’ that powers AI. It is well recognised that AI poses particular risks to individuals’ control of their own personal information and the right to privacy. Seemingly innocuous personal data can be used, especially in an AI-powered system, to gain insights about an individual, including on sensitive matters.\textsuperscript{612}

The use of AI in biometric technology, and especially some forms of facial recognition, has prompted growing public and expert concern.\textsuperscript{613}

Biometric technology involves using one or more of an individual’s physical or biological characteristics to identify that person, or to discern other things about that person. This field is not new: fingerprints, for example, have been used for well over a century to identify people. However, biometric technology has been supercharged by AI, and specifically by new capabilities to analyse large sources of data.

Currently, biometric technology can identify people by reference to their face, eyes, genetic or DNA material, and myriad other physical features. The technology can be used to verify an individual’s identity or to identify someone from a larger group. There are also attempts to use the technology to gain other insights about people, such as their mood or personality.

This necessarily affects individual privacy, and can fuel harmful surveillance. In addition, certain biometric technologies are prone to high error rates, especially for particular racial and other groups. Where these biometric technologies are used in high-stakes decision making, like policing, errors in identification can increase the risk of injustice and other human rights infringement.

The specific type of biometric technology being used, and how it is used, will affect the degree of human rights risk. Some, but not all, uses of biometric technology carry significant risks. This Project has focused primarily on high-risk uses of biometric technology, and especially facial recognition, in contexts where the consequences of error can be grave.

As discussed below, the Commission recommends privacy law reform to protect against the most serious harms associated with biometric technology. Australian law should provide stronger, clearer and more targeted human rights protections regarding the development and use of biometric technologies, including facial recognition. Until these protections are in place, the Commission recommends a moratorium on the use of biometric technologies, including facial recognition, in high-risk areas.
Development and use of biometric technology

Biometric identification involves a process of identifying people by reference to their biological information. At least in theory, almost any biometric information could be used to identify individuals—including facial features, fingerprint, gait and even body odour. In scientific terms, those categories are limited only by two criteria: whether the biometric information in question can be accurately measured, and whether this information is truly unique to each individual.

Biometric identification has taken place using fingerprints since the 19th century. Advances in technology, especially in recent decades, have enabled new forms of biometric identification, often on a scale and speed that were previously unachievable. The physical characteristics that can be used to identify people are increasing; and biometric technology is being used in an ever-increasing range of ways and domains.

Biometric identification has become common as an alternative to a password or key, to enable access to products and services. While such uses are largely uncontroversial, the potential for other uses is almost limitless. Some uses are more controversial, such as the use of facial recognition in policing and law enforcement.

Biometric identification starts with the collection and storage of biometric data from individuals. Australian privacy law, like that of many other jurisdictions, treats biometric information as personal information. As a general rule, biometric data can be used only for the purpose for which it was originally collected. For example, if a company collects an individual's fingerprint for the purpose of enabling the individual to use their finger to unlock their smartphone, the company would not be permitted to use the individual's fingerprint for an unrelated purpose, such as to build a database of people whose information could then be sold to a third party for marketing purposes.
However, some uses of personal information do not require the consent of the individual, and even where consent is required, this can provide inadequate protection. Where, for example, a company obtains consent from an individual to use their biometric data for a vague or broad range of purposes, this may allow the company to use the data in ways that the individual might not have initially contemplated. The individual might not in fact be comfortable with some of those later uses, and indeed some might be harmful.

The Discussion Paper proposed two reforms that would have a particular impact in this area:

- the creation of a statutory cause of action for serious invasion of privacy
- the introduction of a limited moratorium on the use of facial recognition technology in high-risk decision making, at least until a legal framework has been established to safeguard human rights.

Concern about high-risk forms of facial recognition, and other biometric technologies, has continued to grow—especially in connection with law enforcement, access to government services and surveillance by private companies.

Some governments have passed or proposed laws regulating the use of facial recognition, and some courts have applied human rights and other laws to restrict the use of facial recognition. Some leading companies have also imposed their own constraints on how they will use biometric technology such as facial recognition. Nevertheless, in the past year, there has been continued growth in the development and use of this kind of technology, including to address issues that have arisen in the context of the COVID-19 pandemic.

9.3 Facial recognition technology and human rights

Facial recognition technology is used by governments, corporations and others in Australia and elsewhere. There are two principal forms of facial recognition technology: ‘one-to-one’ and ‘one-to-many’.

One-to-one facial recognition involves a computer checking whether a single headshot photograph matches a different headshot of the same person. It can be used to verify whether an individual is who they claim to be, performing a similar task to a password or key. Many of us use one-to-one facial recognition to unlock smartphones and other electronic devices.

One-to-many facial recognition also seeks to match a single headshot with a different stored headshot of the same individual. The difference, as compared with one-to-one facial recognition, is that the matching headshot is located somewhere in a larger database or store of headshots of other people. Sometimes that database can be vast. Thus, from a technical perspective, identifying someone using one-to-many technology is considerably more difficult, and more prone to error.
While one-to-one facial recognition is often used to determine whether an individual is who they claim to be, one-to-many facial recognition is commonly used to answer a more difficult question: who is this person? This means that one-to-many facial recognition can be put to a wider range of uses and, as discussed below, presents greater human rights risks. Those risks relate both to the consequences of error in AI-informed decision making, as well as broader risks where this form of facial recognition is used to cause harm, or in ways that undermine the right to privacy.

[a] Human rights risks associated with facial recognition

Like most technologies, facial recognition is neither inherently good nor bad.

Some stakeholders emphasised how facial recognition could be used to benefit individuals and the community at large. For example, the technology has been used to detect and prosecute child exploitation, to address human trafficking, to investigate fraud, and to identify missing persons, including after the Australian bushfires in 2019-20.

However, amid a growing recognition of the risks associated with biometric technology in recent decades, most stakeholders focused primarily on how facial recognition could be used to limit human rights. Concern focused on three risks:

- the contribution of facial recognition to the growth in surveillance
- the use of data derived from facial recognition to engage in profiling
- the risk that errors connected to facial recognition disproportionately affect certain groups

In addition, the use of facial recognition in the private sector raises distinct concerns as there may be a lower degree of accountability and fewer legal protections.

[i] Surveillance

Many stakeholders were concerned about the growing risk of widescale or mass surveillance. The inevitable reduction of personal privacy, and the threat of closer scrutiny by police and other government agencies, can inhibit participation in lawful democratic processes such as protests and some meetings. This engages the rights to freedom of association and assembly; freedom of expression and opinion; and, potentially, the right to be free from unlawful and arbitrary arrest.

Some have argued that the widespread use of facial recognition, especially in public places, disproportionately limits these human rights. For example, Access Now stated that public surveillance is ‘neither necessary nor proportionate to the goal of public safety or crime prevention, and therefore violate[s] the right to privacy.'
In 2018, the Council of Europe Rapporteur on human rights and AI, Professor Karen Yeung, concluded that the cumulative impact of mass surveillance poses a serious risk to the ‘fundamental social conditions’ that make protection of individual rights possible. When combined with data-driven technologies, which ‘enable fairly innocuous and mundane data to be merged and mined in ways that may reveal highly personal characteristics’, these forms of surveillance can be very powerful tools in the hands of governmental regimes, whether liberal or repressive, and therefore generate acute threats to the exercise of all human rights and fundamental freedoms.\(^{528}\)

Lawmakers overseas have expressed concern about the prospect of facial recognition being used to identify and arrest people engaging in lawful protest, such as in the 2020 Black Lives Matter protests across the US.\(^{629}\)

(ii) Profiling

As personal data becomes more widely collected, stored and analysed, a small piece of personal information—apparently inconsequential on its own—can be combined with other personal information to enable detailed insights about the person in question. This has been dubbed the ‘mosaic effect’.\(^{630}\)

Personal data, derived from increasingly widespread facial recognition tools, can be combined with other data sources. As with a mosaic or puzzle, the aggregated data can then be used to create a more detailed picture: inferences about the individual may be drawn, and these can sometimes be shared with third parties without any meaningful consent from the affected individual.\(^{631}\)

The inclusion of biometric information can allow sensitive personal information to be extracted or inferred, including in relation to the individual’s age, race, sex and health.

Such information and inferences can be used in ‘profiling’—where intrusive action is taken by reference to people’s characteristics. An example of this kind of profiling, which may result in people of a particular racial or ethnic group being disproportionately subjected to police identity and other checks, has emerged in China.\(^{632}\)

Since November 2017, the UN Committee on the Elimination of Racial Discrimination (CERD) has been consulting widely on this problem. That process culminated in the publication, on 24 November 2020, of a new general recommendation on the *International Convention on the Elimination of All Forms of Racial Discrimination*. General Recommendation 36 observed:

> The increasing use of facial recognition and surveillance technologies to track and control specific demographics raises concerns with respect to many human rights, including the right to privacy, freedom of peaceful assembly and association; freedom of expression and freedom of movement. It is designed to automatically identify individuals based on their facial geometry, potentially profiling people based on grounds of discrimination such as race, colour, national or ethnic origin or gender.\(^{633}\)

(iii) Errors and the risk of discrimination

Currently, facial recognition technology is generally less accurate when identifying women, or people from minority racial groups, as compared with other people.\(^{634}\) To this end, CERD recently concluded:

> [I]t has been demonstrated that the accuracy of facial recognition technology may differ depending on colour, ethnicity or gender of the persons assessed, which may lead to discrimination.\(^{635}\)

The UK Centre for Data Ethics and Innovation recently summarised research on levels of inaccuracy of facial recognition systems used in that country.\(^{636}\) The Centre concluded that the distribution of false positives and incorrect interventions will depend on the demographic make-up of the watch list, as well as that of the people scanned, even where the underlying algorithm has no in-built bias.\(^{637}\)
Concerns were also raised by stakeholders in relation to reported lower accuracy rates for non-white faces. The Castan Centre for Human Rights Law observed that this means ‘certain racial groups will likely face more frequent misidentification and be subject to increased police scrutiny.’ Access Now was especially concerned about the impact on Aboriginal and Torres Strait Islander peoples, with these groups being more likely to experience errors, including identification as a suspect, in the prosecution of criminal offences.

Errors in facial recognition can be more likely among groups such as Aboriginal and Torres Strait Islander peoples because the datasets typically used to train facial recognition tools tend to have a very low number of headshots of people from these groups. One way of addressing that problem would be to increase the representation of people from those groups in these training datasets, but that carries its own human rights risks. For example, where people from these groups experience harm from the use of facial recognition, it is understandable that they would be reluctant to participate in the development of these systems.

9.4 Regulation of biometric technology

**RECOMMENDATION 19:** Australia’s federal, state and territory governments should introduce legislation that regulates the use of facial recognition and other biometric technology. The legislation should:

(a) expressly protect human rights
(b) apply to the use of this technology in decision making that has a legal, or similarly significant, effect for individuals, or where there is a high risk to human rights, such as in policing and law enforcement
(c) be developed through in-depth consultation with the community, industry and expert bodies such as the Australian Human Rights Commission and the Office of the Australian Information Commissioner.

**RECOMMENDATION 20:** Until the legislation recommended in Recommendation 19 comes into effect, Australia’s federal, state and territory governments should introduce a moratorium on the use of facial recognition and other biometric technology in decision making that has a legal, or similarly significant, effect for individuals, or where there is a high risk to human rights, such as in policing and law enforcement.
There are many positive uses of facial recognition and other biometric identification technology. However, the risks of harm, including to human rights, are real. Regulation should be carefully targeted to address harmful use of biometric technologies.

The risks associated with facial recognition are generally highest where this technology is used in decision making that affects an individual’s legal or similarly significant rights. This is most obvious when the technology fails. For example, if an error in the facial recognition tool on a smartphone causes a delay in an individual ‘unlocking’ their device, generally this would present little more than an annoyance. However, if a person is wrongly accused of a crime on the basis of an error in police use of facial recognition, the risk of harm is far greater.

The primary way of addressing the latter problem is for the law to require all such policing decisions to be made accurately, fairly and without discrimination—regardless of whether they are made using facial recognition. However, where there are concerns about the reliability of the underlying technology—as is the case with one-to-many facial recognition, especially in identifying people with, for example, darker skin—this can suggest a need for further regulation that is directed towards the technology itself.

Many stakeholders similarly urged that the regulatory approach to facial recognition should focus on risk. 644

The Commission recommends that all Australian governments work cooperatively to introduce legislation to regulate the use of facial recognition and other biometric technologies. Until appropriate legislation is in effect, the Commission recommends there be a moratorium on the use of facial recognition and other biometric technology in AI-informed decision making.

This moratorium would not apply to all uses of facial and biometric technology. It would apply only to uses of such technology to make decisions that affect legal or similarly significant rights, unless and until legislation is introduced with effective human rights safeguards.

(a) Use of facial recognition technology in policing and law enforcement

Police and law enforcement are increasingly using one-to-many facial recognition to identify criminal suspects, detect crimes, and help find missing persons.

While these objectives are legitimate and can promote community safety, there are significant human rights risks associated with the use of facial recognition for these ends. In particular, error can result in suspects, victims and witnesses being wrongly identified. This can limit human rights including the right to equality or non-discrimination, the rights to equality before the law, personal security and liberty, the right to a fair public hearing and the right to procedural fairness and due process, including the presumption of innocence. More broadly, the overuse of facial recognition by police can disproportionately limit the right to privacy and can contribute to mass surveillance.

There is strong and growing public concern about the use of facial recognition technology in policing and law enforcement and the problems it may cause, including in relation to human rights and privacy.

Courts may increasingly be required to consider issues raised by facial recognition technology. An early landmark case in this area was the Bridges Case, considered in Case Study 2.
Case Study 2: The Bridges Case

The Court of Appeal of England and Wales (the Court) considered a challenge to the use of facial recognition technology by South Wales Police in the United Kingdom. The Police used a facial recognition tool known as the AFR Locate, which extracts biometric data captured in a live feed from a camera, and compared the captured data to headshot photographs on a police watchlist. If a match is detected, the tool alerted a police officer who will then determine whether an intervention is needed.

Edward Bridges, a civil liberties campaigner, was scanned by the facial recognition technology in Cardiff in December 2017 and again while attending a protest in March 2018. Although Mr Bridges was not included on a watchlist, he contended that given his proximity to the cameras, his image would have been recorded by the AFR Locate tool.

Without making a factual finding on this issue, the Court acknowledged ‘scientific evidence that facial recognition software can be biased and create a greater risk of false identifications in the case of people from black, Asian and other minority ethnic (“BAME”) backgrounds, and also in the case of women’.

The Court found that the use of facial recognition technology can breach human rights to privacy and equality or non-discrimination, and that the Police did not have lawful authority to use this tool. The Court identified two particular problems:

- The first is what was called the ‘who question’ at the hearing before us [who can be put on a watchlist for surveillance using the AFR Locate tool]. The second is the ‘where question’ [location of the deployment]. In relation to both of those questions too much discretion is left to individual police officers.

The Court also found that the South Wales Police had failed to fulfil its positive duty to make enquiries regarding the potential discriminatory impact of the AFR Locate tool. Specifically, the Police had ‘never sought to satisfy themselves, either directly or by way of independent verification, that the software program in this case does not have an acceptable bias on grounds of race or sex.’

(b) Options for reform

A significant number of stakeholders backed a limited or partial moratorium on the use of facial recognition in high-risk decision making. Many urged that regulation focus on the risk of mass surveillance.

Some urged stronger regulation, including a ‘prohibition on unlawful and non-consensual harvesting of biometric data’. Others focused on broadening the technologies to which a moratorium would apply.

Some stakeholders agreed that facial recognition technology poses risks to human rights but queried whether a limited moratorium would have the desired effect given the technology is already in use. Others opposed even a limited moratorium, on the basis that this could cause uncertainty and impede the adoption of facial recognition technology, thereby disadvantaging Australian citizens and industry.
The OAIC, which is the principal Australian Government authority on privacy, highlighted the existing privacy law safeguards that apply to the use of facial recognition, and welcomed further consultation on reform in this area.\textsuperscript{655}

\subsection*{[c] International developments}

There is a growing movement for strict regulation on the use of facial recognition technology. For example, several state and municipal governments in the US have passed or are considering laws banning or restricting the use of facial recognition, especially in high-risk scenarios.\textsuperscript{656} Similarly, in 2020 the German Government halted trials of the use of facial recognition by its police forces.\textsuperscript{657}

In France, the relevant government regulator determined that schools were not permitted, under the GDPR, to install facial recognition on school premises in the manner proposed, and it also required the French Government to revise an app, ‘Alicem’, which uses identity verification for access to 500 public services.\textsuperscript{658}

However, in early 2020, the European Commission abandoned an earlier proposal for a moratorium on facial recognition technology. In its final White Paper on Artificial Intelligence, the European Commission stated that the use of AI for remote biometric identification purposes should be limited, and consideration given to the provisions of the GDPR and the European Union (EU) Charter of Fundamental Rights.\textsuperscript{659}

In the EU, the revised Schengen Information System can use information from facial recognition and other biometric identification to help facilitate the return of migrants.\textsuperscript{660} In addition, the EU’s iBorderCtrl project has piloted a prototype of the ‘Intelligent Border Control’ system which uses a video ‘lie detection’ technology that has not shown high accuracy.\textsuperscript{661} The use of biometric data and certain technology more broadly in migration control has raised concerns about the impact on fundamental rights such as right to seek asylum.\textsuperscript{662}

Beyond government policy making, some technology companies have themselves taken important action in this area. In early 2020, Microsoft announced it would end all minority investments in companies that sell facial recognition technology given the sensitive nature of this technology.\textsuperscript{663} IBM also announced it would no longer invest in or supply facial recognition technology or analysis software.\textsuperscript{664} Amazon made a similar announcement shortly after, introducing a one-year moratorium on police use of its facial recognition software, Rekognition.\textsuperscript{665}

\subsection*{[d] Conclusion: a need for reform}

It is generally difficult and undesirable to regulate specific technologies. However, there are exceptions to this general principle.\textsuperscript{666}

Governments tend to regulate high-risk activities and technologies more closely. This helps explain the comparatively strict laws that govern fields such as gene technology, aviation, healthcare and the energy industry. In these areas, regulation often applies both to the technology itself and how it is used. From a human rights perspective, the need for more prescriptive regulation will be greater where the use of a specific technology carries greater risks of harm to humans.

It is critical, therefore, to assess the likely human rights impact of any particular use of facial recognition and other biometric technology. This requires answering three critical questions:

\begin{itemize}
  \item What specific \textit{type} of biometric technology is to be used? For example, one-to-many facial recognition presents a greater risk to individuals’ human rights than one-to-one systems.
  \item In what \textit{context} will the technology be used? In other words, what decisions will this technology be used to make? For instance, the use of one-to-many facial recognition technology in the context of policing or law enforcement presents a greater risk to human rights than the use of this same technology in a payment system at a café.
  \item What, if any, legal and other \textit{protections} are already in place to address risks of harm?
\end{itemize}

Existing laws—especially privacy and anti-discrimination legislation—offer some general protections in this area. However, for the following three reasons, the Commission has concluded that those existing protections are inadequate.
First, the Commission is concerned about the high rate of error, especially in the use of one-to-many facial recognition technology. The fact that these errors disproportionately affect people by reference to characteristics like their skin colour, gender and disability suggests that great caution should be exercised before this technology is used to make decisions that affect people’s legal and similarly significant rights.

Secondly, in Australia and in many comparable jurisdictions, one-to-many facial recognition has been trialled in a range of high-stakes government and other decision making, including in policing, education and service delivery. Those trials generally have been in live scenarios, where any error resulting in a human rights infringement cannot be easily remedied, if it can be remedied at all.

To date, existing legislation has not proven to be an effective brake on inappropriate use of facial and other biometric technology. Without effective regulation in this area, it seems likely that community trust in the underlying technology will deteriorate. One consequence could be distrust in both beneficial and harmful uses.

Thirdly, the growth in facial recognition and other biometric technology, when coupled with other phenomena such as the growth in closed-circuit television (CCTV) cameras in public places, is contributing to an increased risk of mass surveillance. With limited legal protection against this cumulative impact, there is a real risk that Australians will cede their privacy incrementally, in ways that cannot be undone.

For these reasons, targeted legislation is needed to prevent and address harm associated with the use of facial recognition and other biometric technology. As has been suggested by a number of leading experts, such legislation should prohibit certain uses of this technology, if human rights standards cannot be met.667

In 2021, the Council of Europe’s Directorate General of Human Rights and Rule of Law issued its Guidelines on Facial Recognition.668 These guidelines identify a number of uses of facial recognition and related technologies, which merit strict legal limitation. It concluded:

The use of facial recognition for the sole purpose of determining a person’s skin colour, religious or other beliefs, sex, racial or ethnic origin, age, health condition or social condition should be prohibited unless appropriate safeguards are provided for by law to avoid any risk of discrimination.

Similarly, affect recognition can also be carried out with facial recognition technologies to arguably detect personality traits, inner feelings, mental health or workers’ engagement from face images. Linking recognition of affect, for instance, to hiring of staff, access to insurance, education may pose risks of great concern, both at the individual and societal levels and should be prohibited.669

The Commission endorses this approach, which focuses especially on risks associated with particular types or uses of facial recognition. In Australia, the federal, state and territory governments are all engaged in activities that can involve high-risk uses of facial recognition and biometric technology, such as policing and law enforcement. In addition, all Australian governments share regulatory responsibility for the use of such technology by the private sector.

Hence, all Australian governments should work cooperatively to introduce legislation that regulates the use of facial recognition and other biometric technologies.

Until appropriate legislation is in effect, the Commission recommends the introduction of a limited or partial moratorium on the use of facial recognition and other biometric technology in AI-informed decision making (that is, decision making that has a legal or similarly significant effect). Particular attention should be given to high-risk contexts, such as the use of facial recognition in policing, in schools and in other areas where human rights breaches are more likely to occur.

The development of legislation will involve a high degree of complexity, and so it should involve consultation with the states and territories, affected groups, industry and experts, as has been proposed for a similar US reform process.670
9.5 Privacy reform

**RECOMMENDATION 21:** The Australian Government should introduce a statutory cause of action for serious invasion of privacy.

As biometric surveillance profoundly engages the right to privacy, there is also a need to consider reform to Australian privacy law itself.

Australian privacy law is directed primarily towards information privacy. In this sense, current law offers limited protection to the right to privacy more broadly, and the Commission recommends the introduction of a statutory cause of action for serious invasion of privacy.

[a] **Options for reform**

Australian law prohibits the misuse of ‘personal information’ about an identified individual, including sensitive information (such as a person’s health information, their racial or ethnic orientation, sexual orientation or criminal record) and credit information. The Australian Privacy Principles (APPs) in the *Privacy Act 1988* (Cth) (Privacy Act), guide Australian Government agencies and some private sector organisations (APP entities) in how they collect, store, manage and use personal information, including in the context of data and data analytics. Principle 10, for example, requires APP entities to ‘ensure that the personal information that the entity collects is accurate, up-to-date and complete’. 672
The Australian Privacy Principles permit personal information that has been de-identified or anonymised to be processed for the primary purpose for which it was collected, based on the consent of the individuals concerned. However, technological advances are challenging this model of information privacy protection. For example, Al increasingly offers the capability of disaggregating a dataset made up of a conglomeration of de-identified data to reveal the personal information of specific, identifiable people.

Data-processing technology is developing quickly with ever-increasing new uses of personal information being developed, many of which could not have been envisaged, let alone specifically consented to, at the point of collection. Certain potentially revealing information, including metadata, has been held by Australian courts not to fall within the parameters of the Privacy Act.673

Three Australian law reform bodies—the Australian Law Reform Commission (ALRC) and its counterpart bodies in Victoria and New South Wales—have now recommended enacting a statutory cause of action for serious invasion of privacy.674

In 2014, the ALRC examined how new and serious invasions of privacy have arisen in the digital era—without legal protection.675 The ALRC recommended the creation of a statutory cause of action for serious invasion of privacy, especially given the increased ‘ease and frequency’ of invasions of personal privacy that may occur with new technologies.676 It recommended such a law to apply in two contexts: on intrusions upon seclusion, such as the physical intrusion into a person’s private space; and misuse of private information, ‘such as by collecting or disclosing private information’ about an individual.677

By extending the protection of Australian law beyond ‘information privacy’, such reform could address some, though not all, of the concerns about how personal information can be misused in the context of facial recognition and other forms of biometric surveillance, and AI-informed decision making generally.

More recently, the ACCC supported implementation of the ALRC’s recommendation in order to ‘increase the accountability of businesses for their data practices and give consumers greater control over their personal information’.678 The ACCC noted that individual consumers are not able to bring direct actions for breaches of their privacy under the Privacy Act, or for serious invasions of privacy that result in financial or emotional harm.679

In response to the ACCC report, the Government announced a review of the Privacy Act.680 The Government stated that the review will identify any areas where consumer privacy protection can be improved and consider how to ensure Australia’s privacy regime operates effectively, and allow for innovation and growth of the digital economy.681 Due for completion in 2021, the review will consider the impact of new technologies, including AI, on whether Australian privacy law continues to be fit for purpose.

Many stakeholders supported reform of privacy law, and in particular the creation of a statutory cause of action for serious invasion of privacy.682 Some stakeholders referred specifically to the desirability of implementing the recommendations of the ALRC and ACCC.683

Support for the proposal emerged from all sectors, including state and federal privacy regulators, privacy and legal experts, and technology companies. Stakeholders argued this would improve accountability, providing access to a remedy for some of the worst forms of privacy infringement, and increase the accountability of private organisations.684

There was also a pragmatic acknowledgement that legislative reform would offer greater certainty in this area, rather than leaving change in this area to occur incrementally via the common law.

Other stakeholders opposed this reform, or urged a more cautious approach. They referred to:

- the increased risk of litigation
- a potential chilling of innovation, with consequent social and economic impact on both the public and private sectors
- the risk that a stronger privacy law could threaten the delivery of healthcare, and could undermine press freedom.685
(b) Conclusion

Several government-initiated inquiries have proposed the enactment of a statutory cause of action for serious invasion of privacy. The Commission agrees.

This reform would help combat the misuse and overuse of biometric technologies, and in fulfilling Australia’s human rights obligations regarding AI-informed decision making, given that AI frequently involves the extensive use of personal information.

In practical terms, this reform would present a barrier to intrusive, wide-scale surveillance. It would extend privacy protection in Australian law beyond personal information, to include interference with bodily and territorial privacy. This would more appropriately implement Australia’s obligations under Article 17 of the International Covenant on Civil and Political Rights, which requires states to protect, in law, against the interference or attack on the ‘arbitrary or unlawful interference’ with an individual’s ‘privacy, family, home or correspondence’.687

The Commission agrees with the OAIC that the statutory cause of action should be comprehensive and non-restrictive, and cover all intentional, reckless and negligent acts of privacy invasion by public and private entities.688
PART C: SUPPORTING EFFECTIVE REGULATION

10. Supporting effective regulation

10.1 Summary

This Part recommends the creation of an AI Safety Commissioner to support regulators, policy makers, government and business develop and apply policy, law and other standards in this area. The Commission considers that an AI Safety Commissioner could address three major needs.

First, government agencies and the private sector are often unclear on how to develop and use AI lawfully, ethically and in conformity with human rights. An AI Safety Commissioner could provide expert guidance on how to comply with laws and ethical standards that apply to the development and use of AI.

Secondly, regulators face the challenge of fulfilling their functions even as the bodies they regulate make important changes to how they operate. An AI Safety Commissioner could play a key role in building the capacity of existing regulators and, through them, of the broader ‘regulatory ecosystem’ to adapt and respond to the rise of AI.

Thirdly, legislators and policy makers are under unprecedented pressure to ensure Australia has the right law and policy settings to address risks and take opportunities connected to the rise of AI. An AI Safety Commissioner could monitor trends in the use of AI here and overseas. This would help it to be a source of robust, independent expertise.

As an independent statutory office that champions the public interest, including human rights, an AI Safety Commissioner could help build public trust in the safe use of AI—a goal the Australian Government is rightly seeking to advance. 589
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10.2 An independent AI Safety Commissioner

The unprecedented rise in AI presents a once-in-a-generation challenge to develop and apply regulation that supports positive innovation, while addressing risks of harm.

The Australian Government should establish an AI Safety Commissioner to support regulators, policy makers, government and business apply laws and other standards in respect of AI-informed decision making.

(a) Value of an AI Safety Commissioner

Stakeholders strongly supported the creation of an independent statutory authority to help government and the private sector manage the rapid growth in AI, especially in decision making. Some saw the creation of an AI Safety Commissioner as a way to improve government cooperation and coordination in developing policy and regulation on the use of AI. It was also suggested that this body could be a source of much-needed technical expertise to support existing regulators and others.

Debate regarding the general idea of creating an AI Safety Commissioner centred on a key question: should this new body focus exclusively on addressing human rights and related risks, or should its remit be broader to include the promotion of innovation?

A diverse group of stakeholders urged that the AI Safety Commissioner focus on protecting human rights, with several emphasising that strong human rights protections are the firmest foundation for public trust in the use of new technologies such as AI. Stakeholders also recognised the need for a broad mandate that includes the full spectrum of civil, political, economic, social and cultural rights—not solely the right to privacy.

In supporting a focus on human rights, stakeholders observed the unequal impact of new technologies on some population groups. This was recognised also by some regulators such as the Office of the eSafety Commissioner. Therefore, any new body should focus on protecting the rights of groups who can be at particular risk from the use of AI, such as people with disability.

Some stakeholders argued that the AI Safety Commissioner should not be limited to promoting human rights—that is, it should also promote innovation. Others were concerned that there was an inherent conflict or tension between protecting human rights and promoting innovation.

There was also an intermediate position: the goal of innovation differs from the promotion of safety and human rights, but it is not necessarily irreconcilable with those other goals. In particular, a number of government and private sector organisations saw nothing unusual in a single government body promoting both innovation and human rights.

Some stakeholders warned that any action in this area should not stifle innovation or weaken the digital economy, and highlighted the difficulty of regulating appropriately in this area.

(b) Conclusion

An AI Safety Commissioner could support regulators, policy makers, government and business apply laws and other standards in respect of AI-informed decision making.

The use of AI, especially in momentous decision making, brings real human rights risks. For this reason, the primary focus of the AI Safety Commissioner should be to promote and protect human rights, with a special focus on groups at greatest risk of harm.

The Commission acknowledges the legitimacy, indeed the importance, of promoting technological innovation and the growth of Australia's digital economy. To this end, responsible innovation should be central to the Digital Australia Strategy (see Chapter 3).
Moreover, many companies have a legitimate commercial interest in promoting innovation involving AI. By contrast, far fewer bodies are focused on promoting human rights, and safety more broadly, in the use of AI especially in decision making. The AI Safety Commissioner should not play a direct role beyond those areas of focus—by, for example, promoting the economic benefits of innovation.

In any event, a regulatory framework that effectively upholds human rights is more likely to foster, rather than stifle, responsible innovation. In particular, working to ensure that risks associated with AI are effectively understood and addressed would help create a stable regulatory environment, which can help to drive investment.

Similarly, by strengthening institutions responsible for protecting the public, the AI Safety Commissioner could contribute to a firm foundation of public trust in how AI is developed and used in Australia. This is consistent with growing concern in Australia and internationally that regulation needs to be more effective in protecting human rights in AI-informed decision making.705

10.3 Functions, powers and operation of AI Safety Commissioner

RECOMMENDATION 22: The Australian Government should establish an AI Safety Commissioner as an independent statutory office, focused on promoting safety and protecting human rights in the development and use of AI in Australia. The AI Safety Commissioner should:

(a) work with regulators to build their technical capacity regarding the development and use of AI in areas for which those regulators have responsibility

(b) monitor and investigate developments and trends in the use of AI, especially in areas of particular human rights risk

(c) provide independent expertise relating to AI and human rights for Australian policy makers

(d) issue guidance to government and the private sector on how to comply with laws and ethical requirements in the use of AI.
RECOMMENDATION 23: The AI Safety Commissioner (see Recommendation 22) should:

(a) be independent from government in its structure, operations and legislative mandate, but may be incorporated into an existing body or be formed as a new, separate body
(b) be adequately resourced, wholly or primarily by the Australian Government
(c) be required to have regard to the impact of the development and use of AI on vulnerable and marginalised people in Australia
(d) draw on diverse expertise and perspectives including by convening an AI advisory council.

The remainder of this Part considers the optimal functions, powers and operation of an AI Safety Commissioner.

(a) Building the capacity of existing regulators

We have always made predictions and decisions. Increasingly, it is AI that is driving those predictions and decisions.

This presents a challenge for regulators: as AI enables new ways to analyse data, to make predictions and ultimately to form decisions, regulators must continue to fulfil their functions even while the bodies they regulate are changing how they act.

The Commission considers that the primary role of the AI Safety Commissioner should be to assist regulators manage a major transition towards the use of AI in the public and private sectors. It would build their capacity to fulfil their regulatory functions amid the rise of AI-informed decision making.

[i] The challenge of AI for regulators

The AI Safety Commissioner should work with regulators to provide direct training, focused on how AI is used in the areas of activity that each individual regulator has responsibility for, as well as building an understanding of the typical ‘lifecycle of AI’. This would help regulators assess where problems are most likely to arise.

Take, as an example, how financial service providers, like banks, make lending decisions. This is not a new activity: banks have always assessed the creditworthiness of people who apply for loans, and made decisions accordingly. The critical difference is the method by which banks make those decisions is changing—with that assessment increasingly made using AI.

The challenge for regulators is to apply the relevant rules and laws in this changing environment. Regulators generally recognised the need for increased capacity building, coordination and cooperation to respond to the rise of AI in their areas of responsibility. For example, the OAIC stated:

[R]egulators require technical expertise to enforce regulatory schemes as the use of technologies such as AI becomes increasingly prevalent in the public and private sectors. Technical capacity-building within regulators would further support regulatory efforts. Also, a body could act as a central source of technical expertise and capability to assist agencies and regulators in addressing these challenges. We consider that the UK Centre for Data Ethics and Innovation (CDEI), referred to in the discussion paper, is a model that has merit.

It was suggested that an AI Safety Commissioner could work with individual regulators to understand how AI is used in their respective settings. Some of these settings are highly specialised and, in some areas, error can result in significant human rights violation. The use of AI to make decisions in the criminal justice and law enforcement area is an important case in point.
[ii] No need for a dedicated regulator of AI

The AI Safety Commissioner should not have a broader regulatory role, beyond supporting existing regulators. AI is a cluster of technologies that can be used in widely divergent ways in almost limitless contexts. Some uses of AI engage human rights, while others do not. A focus on regulating AI as technologies would not be as effective as regulating uses of AI in particular contexts. Regulators will be better placed to respond to the seismic changes prompted by the rise of AI if they are supported by the AI Safety Commissioner recommended in this Part.

Multiple stakeholders recognised the burden on existing regulators in protecting people from risks of harm associated with AI. To this end, they welcomed the idea of a new body that would assist regulators in bearing that burden.710

Some stakeholders cautioned against an AI Safety Commissioner moving beyond the role of supporting regulators, to become a regulator itself, and there was general agreement that neither the AI Safety Commissioner nor any other body should be the single regulator for all uses of AI.711

For example, the Digital Industry Group, which represents technology companies including Google and Facebook, expressed caution about the risk of creating a new AI regulator, arguing that most problems that occurred with AI were the contextual application of AI in a particular sector.712

(b) Monitoring, investigation and policy expertise

The AI Safety Commissioner should be a source of trusted expertise on AI policy for government. The need is clear: many of the issues in this area are technical and complex and require cross-disciplinary expertise.

The AI Safety Commissioner could provide expert advice on issues such as:

- Australian law and policy reform, including the application of human rights law
- voluntary standards and ethical frameworks
- the direction of advances in relevant areas of scientific discovery.

In doing so, the AI Safety Commissioner could draw on material from Australia and elsewhere—including from regulators, government, law, industry, academia and civil society.

This would respond to a need recognised internationally and in Australia. A number of major international bodies—such as the OECD, the World Economic Forum, and the Council of Europe—have identified a need for governments to be better informed about the implications of AI, including its risks and opportunities.713 The Australian Council of Learned Academies has specifically pointed to the need for Australian policy makers to have access to frank, expert advice on precisely how the rise of AI and related technological developments are causing change that the Government needs to be aware of and respond to.714

Stakeholders in Australia also emphasised the need for an expert body to advise our Government on AI, with a view to developing good law and policy in this area, and specifically to promote human rights in ways that do not stifle positive, responsible innovation.715 It was suggested that the proposed AI Safety Commissioner would be well placed to monitor national and international developments to help promote best practice.716 In this way, the body could contribute to long-term policy on AI in Australia.717

(i) Expertise on developments and trends in AI

To provide the necessary guidance and advice, the AI Safety Commissioner would need to monitor and report on how AI is being developed and used in decision making in Australia and internationally, especially in areas where human rights are likely to be especially at risk.

The monitoring and reporting function is important due to the rapid development and growing use of AI. Given that some forms of AI tend to be opaque, as there is a lack of transparency in how the algorithm makes decisions, there is a heightened need for specific expertise in monitoring AI developments, especially in relation to the operation of AI-informed decision-making systems, which can be difficult to assess.718
The need for good coordination within government was a recurring theme in the Commission’s consultation process.719 The AI Safety Commissioner could play a role in fostering collaboration with other Australian Government bodies that have relevant expertise, such as the ACCC, the Office of the eSafety Commissioner and the OAIC.720 It could also bring to bear input from experts outside of government, and from groups that are not frequently consulted on policy issues relating to AI.

Some stakeholders pointed to a need for broader capacity building on AI across government. KPMG Australia, for example, suggested that the AI Safety Commissioner could play a role in developing an AI curriculum for government officials, which would help them understand the opportunities and risks.721 More broadly, the AI Safety Commissioner could draw on the expertise of international counterparts, including intergovernmental organisations such as the OECD and organisations such as the UK Centre for Data Ethics and Innovation.722

(ii) Investigative powers

One specific concern raised by some stakeholders related to the lack of transparency in how AI and algorithms are used by government and others.723 This problem could be addressed by giving the AI Safety Commissioner a function to monitor developments in AI.724 Monitoring the use of AI could range from assessing individual areas of human rights concern on a case-by-case basis, to systemic monitoring of AI trends.
The AI Safety Commissioner could obtain much of the information it needs through publicly available sources or with the cooperation of industry. However, much of the research and development in this area occurs in commercial settings where strict limits are set on how information may be disclosed. The AI Safety Commissioner should remain abreast of change in this area, especially as it relates to human rights.

Some urged that the AI Safety Commissioner be given investigative powers to inquire into practices of particular concern. The NSW Bar Association advocated going further, suggesting that if a statutory office is established, it should possibly have enforcement powers. Similarly, the NSW Council of Civil Liberties suggested providing additional powers to investigate and detect bias in algorithms through system audits, accompanied by legal enforcement and authority to impose a ban or a fine.

The Commission recommends that the AI Safety Commissioner be given powers to investigate or audit the development and use of AI (including algorithms) in some circumstances to identify and mitigate human rights impacts. This is a power available to expert government bodies in other jurisdictions, such as the Information Commissioner Office in the UK, and it has been called for by civil society groups and experts in the Toronto Declaration. While it is anticipated that investigative powers would need to be exercised only sparingly, they would be an important tool available to provide a clear picture of the direction of AI in this country.

Others opposed the AI Safety Commissioner focusing on the detail of how algorithms and AI work, given the risk that such monitoring could lead to the publication of sensitive commercial information. Being required to disclose such information could deter companies expanding or initiating investment in Australian AI which could, in turn, affect the quality and diversity of AI products available in Australia.

(iii) An AI advisory council

One way of ensuring the AI Safety Commissioner is well informed about developments in AI would be for it to convene an advisory council on AI. Such an AI advisory council could have similar functions to those of the proposed National Data Advisory Council in relation to sharing and use of public sector data, and assist the AI Safety Commissioner in performing its functions.

The advisory council could include senior representatives from bodies such as the Australian Competition and Consumer Commission, the Office of the Australian Information Commissioner, the Office of the eSafety Commissioner, the National Data Commissioner, the Australian Human Rights Commission, the Digital Transformation Agency, the Department of Industry, Science, Energy and Resources, Australia’s Chief Scientist, CSIRO, and the Australian Statistician.

The composition of the advisory council would mean that high-level external expertise from sectors relevant to AI and human rights could be accessed in areas relating to building capacity of existing regulators, monitoring the use of AI and providing policy advice. Formal access to this expertise would enable the AI Safety Commissioner to play a practical role in helping regulators and other key government agencies coordinate their activities.

(c) Guidance on responsible use of AI

Where government and the private sector are considering the use of AI in decision making, they would also benefit from technical guidance on complying with existing laws and ethical frameworks, especially as they relate to human rights. The AI Safety Commissioner, with cross-disciplinary expertise, would be well placed to develop such materials.

(i) A need for guidance

Guidance could provide practical tools on a range of areas including:

- the application of existing consumer protection, privacy and human rights laws to AI-informed decision making
- the use of voluntary standards and ethical frameworks
- the use of human rights impact assessment and design tools in this area.
For example, government agencies would benefit from guidance on how to fulfil their obligations to provide reasons for administrative decisions, when those decisions are made using AI. In particular, such guidance could deal with how a technical explanation could be provided.  

Guidance could also include practical tools that support a co-regulatory approach. This could assist public and private sector bodies comply with human rights standards for AI, and conduct human rights impact assessments.  

Some stakeholders identified a need for practical guidance in particular contexts where AI is being used, including in business and health. For example, KPMG Australia noted that business would benefit from practical guidance on applying human rights principles in relation to AI-informed decision making. The SAS Institute Australia identified a desire from the technology community for “clear and simple guidance and a meaningful “translation” of how to consider legal requirements and rules.”  

Stakeholders from the public and private sectors identified a need for expert advice on the use of AI in ways that uphold human rights. Stakeholders also recognised the need for guidance to promote a clearer understanding of how existing laws and policies apply to the development and use of AI.
(ii) Specific recommendations where guidance is needed

In Part B, the Commission recommends a number of important activities that the AI Safety Commissioner would be suitable to perform—especially in issuing guidance. These are:

- conducting an audit of all current or proposed use of AI-informed decision making by or on behalf of Government agencies
- developing guidance for government and non-government bodies on how to generate reasons, including a technical explanation, for AI-informed decisions
- issuing guidance for the private sector on how to undertake human rights impact assessments
- convening a multi-disciplinary taskforce on AI-informed decision making to consider how to embed human rights throughout the AI life cycle
- developing a tool to assist private sector bodies undertake human rights impact assessments in developing AI-informed decision-making systems
- reviewing Australian law, policy and guidance relevant to government procurement of AI-informed decision-making tools
- issuing guidance to the private sector on good practice regarding human review, oversight and monitoring of AI-informed decision-making systems.

In time, there could also be a role for the AI Safety Commissioner in broader public education and awareness raising about AI.

(d) Resourcing, structure and expertise

The Commission recommends that the AI Safety Commissioner be an independent appointment, with core funding from the Australian Government to help ensure independence and secure the public's trust. There could be opportunities for other income sources from industry or the community, with appropriate protections to prevent conflicts of interest or inappropriate commercial pressures.

The AI Safety Commissioner should have access to expertise across a broad range of professional disciplines, including engineering, science, technology; law and business; human rights and ethics; and social science. This range of expertise is necessary due to the complexity of AI-informed decision-making systems, and the need for a sophisticated understanding of the operation of such systems.

While it is important that the AI Safety Commissioner be an independent statutory authority, the Commission remains agnostic on whether it would be better to incorporate it into an existing body or to create a separate entity.

There are successful examples of each of these models. For example, the Office of the eSafety Commissioner was established as a standalone body under the *Enhancing Online Safety Act 2015* (Cth). The eSafety Commissioner is supported by the ACMA, with all staff except for the Commissioner employed by ACMA.

Another model, where an independent commissioner is integrated entirely within an existing statutory body is the National Children’s Commissioner in the Australian Human Rights Commission. The National Children’s Commissioner performs its functions on behalf of the Commission and has a responsibility to work collegially with other Commissioners. Benefits of this approach include being able to have formal access to expertise within the Commission on a range of human rights matters that are of relevance to children.
A decision about where the AI Safety Commissioner is located should be informed by a transparent consultation process facilitated by the Attorney-General’s Department. Consultation with industry, regulators and other government agencies would help ensure this decision minimises any duplication of roles and activities between the AI Safety Commissioner and other bodies. It would also help build acceptance and understanding of the role of the new AI Safety Commissioner in industry and the community.

Stakeholders noted the need for adequate resourcing of an AI Safety Commissioner. Responsible Technology Australia suggested an industry levy could be one way of securing appropriate independence.

Stakeholders identified a need for specialised technical expertise on AI, and in-depth sector-specific knowledge across different settings where AI was deployed. The Australian Academy of Sciences, for example, considered that both cross disciplinary and interdisciplinary expertise are needed to deal with the complex problems raised by AI.

A strong theme throughout the consultation was that establishing an AI Safety Commissioner presented an opportunity for civil society input on law and policy relating to AI. Some stakeholders emphasised the need for the AI Safety Commissioner to play a role in protecting the human rights of groups that experience structural and individual discrimination.

Stakeholders generally agreed that the AI Safety Commissioner should be independent, with legislative backing. However, there were differing views on how this should be achieved. Some stakeholders focused on avoiding duplication of roles and responsibilities with other regulators and urged that a new body focus on collaboration with existing regulators. Some suggested that the AI Safety Commissioner be incorporated into an existing body that focuses on human rights and consumer interests such as the Commission, OAIC, ACCC or ASIC.

The OAIC observed that an existing agency could be well placed to take the lead in implementing the national strategy (Recommendation 1). This could be done ‘in collaboration with a technical body such as Data61’, with a view to ‘driving a whole-of-Government, economy-wide approach to AI technology’.
PART D: ACCESSIBLE TECHNOLOGY

11. The right to access technology

11.1 Summary

This Part of the Final Report considers how people with disability are experiencing the rise of new technologies. It recommends practical ways of promoting more equal access to the benefits of new technology for people with disability.

All members of society use technology to participate in almost every aspect of individual and community life. This includes in areas that are fundamental to the enjoyment of our human rights, such as education, government services and employment. As a result, our human rights depend on being able to access and use technology.

New technology can enable the participation of people with disability as never before—from the use of real-time live captioning to reliance on smart home assistants. But inaccessible technology brings a heightened risk of exclusion.

Poor design, such as cashless payment systems that are inaccessible to people who are blind, can cause significant harm, reducing the capacity of people with disability to participate in activities that are central to the enjoyment of human rights, and their ability to live independently.

Two types of ‘access’ are referred to throughout this part of the Final Report. The first involves being able to obtain goods, services and facilities that use a particular technology. The second type, known as ‘functional access’, involves being able to use goods, services and facilities that use a particular technology.761

Reflecting the feedback from stakeholders, this Part of the Report focuses on technologies that are used primarily for communication. The Report uses the term ‘Digital Communication Technology’ to refer to technologies associated with information and communication technology (ICT), connected devices and the Internet of Things (IoT), virtual reality (VR) and augmented reality (AR).

This first chapter of Part D focuses on the right to access technology, and especially Digital Communication Technology. The later chapters in this Part consider the functional accessibility of technology (Chapter 12), accessible broadcasting and audio-visual services (Chapter 13), the experience of people with disability in obtaining technology (Chapter 14), and design, education and capacity building in relation to technology (Chapter 15).

PART D FINDINGS:

1. Accessing technology is an enabling right for people with disability.
3. Law and policy reform is needed to improve functional access to Digital Communication Technologies.
Access to Digital Communication Technology is an enabling right for people with disability.

- Addressing disability discrimination
  - New Disability Discrimination Act Standard
- New voluntary standards
- Design, education & capacity building
  - Human rights by design in curricula
  - Accessible technology in new National Disability Strategy

Industry action
- Concessional NBN broadband for people with disability
- Inquiry into industry compliance with accessibility standards

Government action
- Government procurement rules promote accessibility
- Accessible tech under the NDIS

News, information & entertainment
- Audio description & captioning
- Accessible emergency announcements

Australian Governments comply with accessibility standards, policies & targets
11.2 The right to access technology

Australia is a party to the Convention on the Rights of Persons with Disabilities (CRPD). The CRPD aims to ‘promote, protect and ensure the full and equal enjoyment of all human rights and fundamental freedoms by all persons with disabilities’. Article 9 focuses on accessibility and sets out the right of people with disability to access ICT and other technology open or provided to the public. This right is referred to in this Part as the ‘right to access technology’.

States Parties to the CRPD must take appropriate measures to identify and eliminate barriers to people with disability accessing technology, including by implementing minimum accessibility standards, and promoting the design and development of accessible technology. As discussed in Chapter 12, a number of Australian laws, policies and guidelines go some way to implementing this obligation.

The following CRPD articles are particularly relevant to the right of people with disability to access technology.
Constitution principles Article 3
a) Inherent dignity, individual autonomy, freedom of choice and independence;
b) Non-discrimination;
c) Full and effective participation and inclusion in society;
d) Respect for difference and acceptance;
e) Equality of opportunity;
f) Accessibility;
g) Equality between men and women;
h) Respect for evolving capacities for children and their identities.

Accessibility Article 9
People with disability have the right to access all aspects of society on an equal basis with others including the physical environment, transportation, information and communications, and other facilities and services provided to the public.

Living independently and being included in the community Article 19
People with disability have the right to live independently in the community.

Freedom of expression and opinion, and access to information Article 21
People with disability have the right to express themselves, including the freedom to give and receive information and ideas through all forms of communication, including through accessible formats and technologies, sign languages, Braille, augmentative and alternative communication, mass media and all other accessible means of communication.
(a) The right to access technology as an enabling right

Stakeholders consistently described access to technology as an enabling right. For example, the Australian Communications Consumer Action Network (ACCAN) stated:

Access to technology can offer expanding opportunities to people with disability. With greater access to accessible technology comes greater inclusion within society and more equal enjoyment of human rights, including for instance more inclusive workplaces, better access to education (including lifelong learning), and greater participation in cultural life, in recreation activities, leisure and sport.

As Article 9 of the CRPD reflects, access to technology can ‘enable persons with disabilities to live independently and participate fully in all aspects of life’. It enables the enjoyment of other CRPD rights and is a key underlying principle, because it is ‘a vital precondition for the effective and equal enjoyment of civil, political, economic, social and cultural rights by persons with disabilities’.

Accessible technology can be compared with other enabling rights, such as the right to education, as it helps build skills, capacity and confidence to help people achieve other rights.

(b) Inaccessible technology and impact on other human rights

Digital Communication Technologies are pervasive and indispensable throughout our community, including in workplaces, for education, healthcare and as a means of communicating. Stakeholders made clear that lack of access to these technologies can limit enjoyment of CRPD rights. Some illustrations are set out in Table 1 below.
Table 1: CRPD-protected rights engaged by inaccessible technology

| The right to work (art 27) | The right to work is compromised when the technologies required for work are inaccessible. This problem is exacerbated by the near ubiquity of ICT in the workplace. For example, more and more job advertisements appear primarily or solely online, which disadvantages those who cannot access such websites. Similarly, it was reported that ICT routinely used in employment settings—such as for content management and internal human resources and finance systems—is not accessible. This creates a barrier for people with disability working in those environments. |
| The right to freedom of expression and opinion (art 21) | This right can be constrained by difficulties for people with disability accessing ICT hardware, easy-to-read online information and websites. |
| The right to education (art 24) | This right is limited when accessible educational materials are not provided. Inaccessible technologies can have a significant effect on the education of children with disability. |
| The right to privacy (art 22) | Privacy can be breached when technology tools inappropriately collect personal information from people with disability. |
| Political rights (art 29) | This right can be compromised when accessible ICT hardware is not provided at voting stations and information portals. |
| The right to highest attainable standard of health (art 25) | This right can be compromised when the cost of assistive technology is prohibitive or a technology is not available for people who live in rural or remote areas. |
| The rights to equality before the law (art 5), equal legal capacity (art 12) and effective access to justice on an equal basis with others (art 13) | These rights can all be negatively affected by the use of predictive data, especially where it leads to algorithmic bias affecting groups such as people with disability. These rights may also be compromised when access to justice requires online communication which is inaccessible to a person with disability. |
| The right to cultural life (art 30) | This right can be limited where television programs, subscription services, films, online content and theatre are not captioned or audio described. |
| Situations of risk and humanitarian emergencies (art 11) | States must take all necessary measures to protect and safeguard people with disability in situations of risk and emergencies. This brings special obligations during the COVID-19 pandemic and in natural disasters, such as bushfires. |
11.3 The COVID-19 pandemic

The Commission’s final stage of public consultation occurred in the first half of 2020. People with disability and their representatives reflected on their experience of the direct and indirect effects of the COVID-19 pandemic.

A consistent message was that COVID-19 has highlighted and exacerbated existing inequalities, including in regard to inaccessible Digital Communication Technologies. Prior to the pandemic, the National Association of Community Legal Centres observed:

existing inequalities are often perpetuated through access to technology, and access to technology is increasingly central to engagement with essential services and opportunities.

A direct consequence of the pandemic has been to increase the reliance on digital technology for participation in all aspects of society, including education, employment and healthcare. This has heightened the importance of accessible technology for people with disability.

Some specific concerns raised by people with disability and their representatives included the following.

(a) Internet access

Restrictions associated with the COVID-19 pandemic increased the need for reliable and affordable broadband for people with disability. Online became the sole or principal way of accessing carers, health supports, workplaces and education facilities during pandemic restrictions.

Stakeholders also referred to the problems of isolation, especially for people with disability who received less in-person support as a result of government lock downs or advice to reduce social interaction. Instead, many were forced to rely more on remote platforms to stay connected with people.

Many stakeholders observed that the sudden transition to working, studying and connecting via digital platforms increased the urgency of problems they had been experiencing before COVID-19. The existence of an inaccessible digital platform was not a new problem but during COVID-19 often the digital platform became the only way that a service provider, health professional, workplace or education facility was communicating.

Examples included:

- barriers for people with disability in carrying out their employment duties when they were suddenly instructed to ‘work from home’, due to inaccessible software and digital platforms
- people who are engaging with the justice system being unable to access legal services or participate in a court matter via videolink which is inaccessible to a person with disability.

(b) Emergency and public service announcements

Federal, state and territory governments have communicated vital information related to the pandemic through public service announcements and special broadcasts. However, some of this information has been communicated in ways that are inaccessible for some people with disability.

For instance, some early features of the COVIDSafe app were not functionally accessible for people who are blind or who have a vision impairment (though these features were later included via software updates). In addition, as discussed in greater detail in Chapter 13, some emergency broadcasts were not accessible for many people with disability. This included some televised community information about safe hand washing and mask wearing which did not include audio description, captions or Auslan.
(c) An opportunity for positive change

Stakeholders also shared some positive stories emerging from the shift to digital platforms during the COVID-19 pandemic. A representative from one disability group noted that some of their members had previously requested more flexibility in their working arrangements, which had been denied. However, with more people now working from home, many employers took this opportunity to reconsider these arrangements, providing greater flexibility for people with disability to structure their care supports, personal and professional lives.

One disability group representative noted:

This pandemic has shown everyone that we need good policies in place before an event like this—we need to plan for crisis-driven scenarios. It’s not good enough to hope that people will do the right thing, we need enforceable law for accessible technology.

Given the dramatic and rapid shift from in-person communication to digital platforms, accessible technology is more urgent than ever. This change has highlighted the existence of inaccessible goods, services and facilities, and reinforces the imperative to promote and protect the right to access technology.

11.4 Importance of accessibility

People with disability have diverse experience with Digital Communication Technologies. However, as these technologies are integrated into almost every conceivable area of life, the importance of accessibility grows ever greater.

When accessible, these technologies—and the goods, services and facilities in which they are used—enable people with disability to enjoy greater independence and participation in all areas of life. When inaccessible, they present barriers to the most fundamental human rights, including to education, employment, health and more.

FINDING:

The right to access technology, and especially Digital Communication Technology, is an enabling right that supports people with disability to realise a range of political, economic, social and cultural rights.

The following four chapters explore some key implications that flow from this finding, and set out recommendations for reform. In particular, these recommendations would assist Australia to fulfil its obligation to implement CRPD rights.
12. Functional accessibility

12.1 Summary

This chapter considers the functional accessibility of goods, services and facilities that rely on Digital Communication Technology.

Something is functionally accessible if it accommodates the needs associated with a person’s disability. This form of technology tends to be designed for the entire community, not solely people with a particular disability.

By contrast, ‘assistive technology’ is specifically designed to support people with a particular disability to perform a task. An example of assistive technology is a screen reader, which can assist a person who is blind, or who has a vision impairment, to read the content of a website.

Where problems arise in goods, services and facilities that use Digital Communication Technologies, they tend to relate to the user interface being designed in a way that excludes people with one or more disabilities. For example, a person who is blind cannot read information on a visual display like a typical computer screen.

Different disabilities bring different accessibility requirements. Hence, functional accessibility is sometimes described as a match between the user’s individual accessibility needs and the user interface of the product or service.

The recommendations in this chapter aim to improve functional accessibility in three ways:

1. the creation of a new Disability Standard, focused on Digital Communication Technology, under the Disability Discrimination Act 1992 (Cth) (DDA)
2. amending government procurement rules to require accessible goods, services and facilities
3. improving private sector use of accessible Digital Communication Technology.

12.2 Functional accessibility in practice

Functional accessibility needs to be incorporated in the design of both the hardware and software, and in any updates or new iterations, of goods, services and facilities that use Digital Communication Technologies.

For example, a particular smartphone may be accessible, in the sense that it can be operated by people with disability. However, some applications that people buy to use on the smartphone may not be accessible. Industry stakeholders observed that the online stores where consumers obtain these applications play an important gatekeeping role: they can mandate accessibility, security and other features of applications that they make available. Ultimately, however, application developers are primarily responsible for making applications accessible.
When an accessibility problem relates to a Digital Communication Technology that is used in many types of product and service, all of the resultant products and services can be rendered inaccessible. An example of this phenomenon is where a device requires a passcode or PIN to be entered by using a touchscreen (also known as ‘PIN on Glass’ or POG). Unless specially modified, this technology is generally inaccessible for people who are blind or have a vision impairment, because it is impossible for them to know where to enter the passcode.

People with disability and representative groups outlined many examples of goods, services and facilities that use Digital Communication Technology, and which are not functionally accessible.

**Table 2: Examples of functional accessibility problems**

<table>
<thead>
<tr>
<th>Context</th>
<th>Digital Communication Technology</th>
<th>Limits on functional accessibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domestic and personal</td>
<td>Connected and smart digital devices</td>
<td>Some digital home assistants may be more accessible for people who are blind or have a vision impairment, but those that require voice input are inaccessible for people with a voice communication disability.</td>
</tr>
<tr>
<td>Whitegoods and household electrical devices</td>
<td></td>
<td>Products with touch screens are sometimes inaccessible for people who are blind or have a vision impairment. Connectedness through IoT may help address this problem—at least for people with disability who are able to connect online.</td>
</tr>
<tr>
<td>Employment</td>
<td>ICT</td>
<td>Some content management systems, client referral systems, internal human resources and finance, and business technologies are inaccessible for people with various types of disability.</td>
</tr>
<tr>
<td>News and entertainment services</td>
<td>Broadcasting, video and online content</td>
<td>A high proportion of broadcasting and video content available to the Australian public is inaccessible to people who are deaf or have a hearing impairment. There is currently no minimum requirement for audio description, for people who are blind or have a vision impairment, in respect of free-to-air television, on-demand and subscription broadcasting and online content. Emergency and public service announcements are inaccessible for people who are deaf or have a hearing impairment where automatic captioning is unavailable or inaccurate, and Auslan interpreters are not provided or visible on the screen.</td>
</tr>
<tr>
<td>Online information</td>
<td>Web accessibility</td>
<td>Web accessibility has improved through wider use of accessibility guidelines, but there remain many inaccessible websites, webpages and online services, especially for people with print disability. Inaccessible security tools such as CAPTCHA, which are incorporated into otherwise accessible webpages, can render the whole content inaccessible for the user.</td>
</tr>
</tbody>
</table>
The Commission heard many examples of digitisation making a service, which was previously accessible, inaccessible for people with disability. These include:

- Some machines used for credit card payment in shops require payment via a POS touch screen, and automated self-service and information kiosks can be inaccessible or more difficult to use for people with a vision impairment.
- Automatic airline check-in using passport facial recognition technology can present barriers for people with eye or facial differences.
- Smartphone transport applications, which replace information in Braille or talking text at transport interchanges, are difficult for people who do not have access to mobile phone applications or are not confident digital users.
- Interactive voice response software, which is often used on service telephone lines, is inaccessible for some people with intellectual disability who require human customer support.
- The primary means of accessing some essential government services, such as My Health Record, My Aged Care and the National Disability Insurance Scheme (NDIS), is now online. This can present barriers for people with limited or no Internet coverage or computer literacy.

12.3 A new Standard under the Disability Discrimination Act

RECOMMENDATION 24: The Attorney-General should:

(a) develop a Digital Communication Technology Standard under section 31 of the Disability Discrimination Act 1992 (Cth), and

(b) consider other law and policy reform to implement the full range of accessibility obligations regarding Digital Communication Technologies under the Convention on the Rights of Persons with Disabilities.

In doing so, the Attorney-General should consult widely, especially with people with disability and the technology sector.

The Commission recommends the creation of a new Digital Communication Technology Standard under s 31 of the DDA.

A broad range of stakeholders—including people with disability, community and advocacy groups, and academic experts—advocated strengthening disability discrimination law in respect of Digital Communication Technology. Many specifically endorsed the creation of a new Standard under the DDA.
Three common concerns emerged:

1. people with disability bear a heavy burden in enforcing disability discrimination law by raising complaints under the DDA
2. there are no legally-enforceable national standards for accessible technology
3. international standards for accessible technology, which could benefit Australians, are not being applied here.

(a) Disability discrimination law

Some stakeholders emphasised Australia's obligations under international human rights law regarding disability. Some, but not all, of these obligations have been incorporated into federal, state and territory laws and the National Disability Strategy.  

The DDA prohibits discrimination on the basis of disability in employment, education, accommodation and in the provision of goods, services and facilities. An individual may complain to the Commission that they have suffered discrimination on the basis of their disability.

The Commission can then investigate and conciliate the complaint. Conciliation is an informal dispute resolution process that involves the complainant and the respondent seeking an agreed resolution of the dispute. The Commission is not a court and does not make binding decisions.

If the dispute is not resolved through conciliation, the complainant can take their matter to the Federal Circuit Court or Federal Court of Australia, which can determine the matter according to law. State and territory anti-discrimination laws contain similar protections and dispute resolution mechanisms for disability discrimination matters.

Only a person who is personally affected by a breach of the DDA has standing to seek a remedy. In other words, there is no independent body to monitor and enforce the DDA. Many stakeholders reported that this creates a heavy burden on the disability sector, with individuals bearing the burden of resolving disability discrimination problems, including where those problems are systemic or affect others as well.
Digital Gap Initiative submitted:

[F]rom first-hand experience, the burden imposed on individuals with disabilities to seek legal remedies under Australian law is far too onerous. Placing the onus on minority communities to lodge complaints and fight for change presents an unnecessary challenge.809

The Commission is currently finalising recommendations for reform of federal discrimination law, including the DDA, as part of the Free and Equal project. A report, to be released in 2021, will propose ways of improving access to justice, how to create a proactive, preventative culture, as well as modernising Australia’s discrimination laws.

(b) An obligation to provide accessible Digital Communication Technology

As noted above, community and advocacy groups expressed support for a new Standard under the DDA.808 This would be in addition to the current DDA Standards, which cover the areas of education, buildings and public transport.807

Stakeholders submitted that a new standard under the DDA would help relieve the burden on the disability sector to redress inaccessible Digital Communication Technology. Kingsford Legal Centre submitted:

The reactive nature of the complaints system means that it is difficult to address inaccessible technologies once they have already been made available to the market.810

These stakeholders observed that guidelines, such as Web Content Accessibility Guidelines (WCAG) 2.1, are not legally enforceable. Standards Australia is not a government regulator and does not enforce or monitor compliance with standards.809 Some stakeholders suggested that the voluntary nature of such standards presents more of a problem if the law does not provide sufficient protection. For example, the Digital Gap Initiative stated:

While voluntary standards are a positive start, no meaningful action will be taken without some formal mandate and even punitive measures for businesses which fail to comply with legislative requirements.810

The Digital Gap Initiative concluded:

In our view the DDA should be the focal point for standards and enforceability of accessibility. At the end of the day, disability discrimination is against the law and this should be emphasised and leveraged where possible.811

Blind Citizens Australia urged

the promotion of mandatory and implementable standards in this space in order to safeguard the rights of Australians who are blind or vision impaired to full and equal access to technology, which is critical to our ability to contribute to the social, economic and cultural life of our communities.812

Stakeholders suggested a range of approaches and features to support the success of the proposed Standard, including that it should:813

• adopt best practice from existing international standards
• be developed in consultation with people with disability and the technology industry
• be reviewed regularly to address swift technological change
• include a range of indicators to measure accessibility and compliance, and incorporate ‘human rights by design’ and universal design principles, notably co-design with people with disability814
• include civil penalties for non-compliance and for vendors who provide misleading information about their accessibility compliance.

Several stakeholders submitted that the success of a Digital Communication Technology Standard would be enhanced with strong, independent regulatory oversight of its operation. This could help support the implementation of Australia’s international treaty obligations and complement any industry self-regulatory measures.815
Some stakeholders anticipated the potential significant impacts of a new legally enforceable standard on the technology industry. Some suggestions were made that would support industry with this transition including that:

- the introduction of a new standard should involve an open, consultative approach between any regulatory body and technology service providers\(^\text{816}\)
- the standard should adopt a progressive approach to implementation, to help achieve true compliance through building organisation awareness and capacity\(^\text{817}\)
- resourcing and funding should be made available to assist organisations comply.\(^\text{818}\)

12.4 Improving operation of disability discrimination law

(a) Experience of inaccessible Digital Communication Technology

There is no comprehensive national data about the accessibility of goods, services and facilities that use Digital Communication Technology. However, the problem of inaccessibility is pervasive in this area, and it limits the rights of people with disability.

The Commission heard from a broad range of stakeholders across the nation over two rounds of public consultation. Many of the views expressed are broadly consistent with stakeholder input to a 2017 parliamentary committee on inclusive and accessible communities,\(^\text{819}\) and a 2009 report on the experiences of people with disability in Australia.\(^\text{820}\)

Where Digital Communication Technologies are inaccessible, this can have a profoundly negative impact on people with disability. As a State Party to the CRPD, Australia should act decisively to eliminate barriers to accessibility.

(b) A new Standard under the Disability Discrimination Act

The CRPD requires Australia to adopt appropriate measures in law for the full realisation of human rights for people with disability,\(^\text{821}\) and to effectively monitor implementation of the CRPD itself.\(^\text{822}\) The United Nations (UN) Committee on the Rights of Persons with Disabilities has recommended that Australia take the necessary legislative and policy measures, including through the use of public procurement policies, to implement the full range of accessibility obligations under the CRPD and ensure effective sanctions or remedies for non-compliance.\(^\text{823}\)

This goal can be advanced in a number of ways. For example, compliance and data collection reforms are being considered by the Commission in its Free and Equal Project. In 2021, the Disability Discrimination Commissioner will also be reviewing the effectiveness of standards made under the DDA and how compliance with standards may be improved.

This Project has focused on another critical reform: the creation of a new Digital Communication Technology Standard under s 31 of the DDA. The DDA’s protection should be improved as it applies to Digital Communication Technologies, as people with disability encounter multiple barriers when accessing goods, services and facilities that rely on these technologies.

(i) Benefits of a new Standard

The development of a new Digital Communication Technology Standard would have a number of potential benefits.

It is likely to increase availability of accessible Digital Communication Technology for people with disability, reducing the likelihood of unlawful discrimination. A binding standard would clarify, for government and the private sector, the DDA’s minimum requirements regarding goods, services and facilities that use Digital Communication Technologies.\(^\text{824}\) It would send a clear message that people with disability use Digital Communication Technology and so it needs to be accessible.
Such a standard would help guide the design and development of those goods, services and facilities, thereby spurring innovation that promotes accessibility for people with disability. It would also provide legal recourse for anyone negatively affected by a good (such as a product), service or facility that fails to comply with the Standard.

There may also be broader commercial and community benefits. Accessible design and development can give businesses a competitive advantage, increased market share and enhanced reputation, and greater adaptability to external forces such as market changes and regulatory reform.

(ii) Addressing difficulties in implementing a new Standard

A new Digital Communication Technology Standard cannot be a panacea. It will have limitations in its effectiveness, and these need to be considered when deciding on what is included in the new Standard.

Standards are delegated legislation under the DDA and require individuals to bring complaints, collate evidence, prove facts and understand potential legal defences. Therefore, it may be additional regulation is also needed to protect the functional accessibility of goods, services and facilities that rely on Digital Communication Technology. For example, this may be the case where a sector regulator is required to protect the interests of individuals who might struggle to advocate on their own behalf. Any additional or different regulation should complement the proposed Standard and reflect Australia’s obligations under the CRPD.

(iii) The coverage of a Digital Communication Technology Standard

A Digital Communication Technology Standard should cover the provision of publicly-available goods, services and facilities that use digital technologies for communications purposes. This would include any software, hardware, VR and AR technologies used in:

- ICT: for example, desktops, laptops and mobile devices
- websites, as well as features and tools embedded in online platforms (e.g., CAPTCHA)
- public-facing communication platforms in areas such as banking (e.g., ATMs, EFTPOS machines) and travel (e.g., ticketing machines, kiosks).

There was some support for including IoT-enabled technologies in a new DDA Standard. Goods and services that use IoT tend to operate via a user interface, which allows people to input and receive information. The user interface is the primary barrier for people with disability when accessing IoT-enabled devices. By including within its scope the user interface of IoT-enabled goods, services and facilities, the Standard would include home automation products, household appliances, wearable technology (e.g., smart watches), health appliances and remote monitoring.

As discussed below, the new Standard should also cover information that is needed to operate goods and services—such as instruction manuals.

(iv) The development and content of the new Standard

The process of developing a new Standard under the DDA will be critical to its success.

Some in industry are already making accessible products and services that incorporate Digital Communication Technology, and they would require no or minimal adjustment. Others might need more support and capacity building.

That could be achieved through a range of measures. For example, Chapter 15 explores education and professional development to support industry understand and implement accessible practices and policies. In addition, a new Standard under the DDA could provide for progressive compliance milestones, as has been the experience with some existing Standards. This would give industry time to adjust its design, development and manufacturing processes to comply with the requirements of the Standard.
There should be open consultation between the Australian Government, technology industry and the community in developing the Standard. This will be aided by the Disability Discrimination Commissioner’s forthcoming review of standards under the DDA. In addition, the consultation process should consider the following factors:

- A balance needs to be struck between principles, outcomes and rules-based content to allow flexibility for different contexts, and yet be specific enough to be useful for technology developers. Some outcomes-based elements could help balance the need to promote innovation with providing regulatory certainty. Principles of ‘human rights by design’ could help industry incorporate human rights norms into product design (through, for example, co-design with people with disability).  

- Standards should adopt international best practice guidelines and allow for a range of other indicators to measure success, such as inclusion of innovative and co-design practices. Compliance measures should cover existing goods, services and facilities that are inaccessible, and allow for gradual and systematic removal of barriers under continuous monitoring, with the aim of achieving full compliance. 

- Standards need to be updated periodically to account for technological changes, and also provide a level of certainty for developers as they manufacture and release products according to the Standard.

### Compliance framework and data collection

There is currently no comprehensive mechanism for monitoring and enforcing compliance with the DDA. This can contribute to the financial and emotional burdens on individuals who make a complaint under the DDA, especially if a complaint cannot be resolved informally or by conciliation. There has been difficulty in ensuring that rights are upheld with respect to accessibility for people with disability in the absence of additional enforcement mechanisms—something recognised by the UN in its assessment of Australia’s implementation of the CRPD.

The DDA contains measures to promote compliance and enable remedies for people affected by non-compliance. These measures, including the existing Disability Standards, have had only mixed success in achieving this goal. On one hand, the current Standards have helped to clarify general legal principles. However, they have not always been practical and effective in sanctioning non-compliance.

Consequently, in addition to the creation of the proposed new Digital Communication Technology Standard, broader reform may be necessary to ensure Australian laws dealing with disability discrimination effectively fulfill the CRPD obligations. Some of these larger questions of discrimination law reform are being considered separately.

In particular, the Commission’s Free and Equal Project has proposed a modernisation of the regulatory framework to include more effective enforcement powers for the Commission. These might include audits; own-motion investigations; compliance notices; enforceable undertakings; and applications to the Court to require compliance. The Commission, in that Project, proposes building and supporting a culture of prevention so that duty-holders take responsibility to ensure discrimination does not occur.
Similarly, in his comprehensive review of DDA standards, the Disability Discrimination Commissioner is considering ways to achieve: more effective monitoring of compliance with standards; higher rates of compliance; greater clarity about legal obligations; and a more accessible and effective complaint-handling process for the most vulnerable people in the community. The Commission acknowledges there is scope for a greater emphasis on systemic discrimination and placing less pressure on individual complainants, as well as a review of the financial costs associated with court cases where the complaint is not resolved at the Commission level.

In the Free and Equal Project, the Commission proposes enhancing access to justice for complainants and improving the practical operation of anti-discrimination law. Specific reforms could include: shifting the evidentiary burden at the judicial phase, after the establishment of a prima facie case; limiting the costs liabilities of meritorious complainants, subject to established criteria; allowing unions and representative groups to bring a claim; and reviewing funding for community legal centres and legal aid to ensure adequate resources.

The Digital Communication Technology Standard is more likely to achieve its aims if these kinds of additional measures can strengthen the legislative framework, support providers of goods, services and facilities to comply with their obligations, and help empower members of the community to make a complaint if needed.

12.5 Government services and activities

**RECOMMENDATION 25:** The Australian Government and state, territory and local governments should commit to using Digital Communication Technology that fully complies with recognised accessibility standards—especially WCAG 2.1 and Australian Standard EN 301 549, and successor standards. To this end, all Australian governments should:

(a) introduce whole-of-government requirements for compliance with these standards, including by:

- providing information that is publicly available about how each agency complies with these requirements, reported annually
- establishing central line agency and ministerial responsibility for monitoring compliance across government
- resourcing training and advisory support to assist compliance

(b) promote accessible goods, services and facilities that use Digital Communication Technology by favouring procurement from entities that implement such accessibility standards in their own activities

(c) develop policies and targets to increase the availability of government communications in Easy English and provide human customer supports for people with disability who need to communicate with people instead of accessing digital services.
This section considers the role of all levels of Australian government in adopting and promoting accessible Digital Communication Technology.

The Commission recommends the Australian Government adopt a whole-of-government approach to the procurement and use of accessible goods, services and facilities that involve Digital Communication Technology. A key goal should be to enhance compliance with the latest international accessibility standards.

(a) Experience of government services

People with disability have varied experiences when communicating with government agencies. Some reported positive examples of accessible services and facilities. Others reported inaccessible communication with agencies across all levels of government.

There were several suggestions for improving government policy and practice. First and most importantly, it was suggested that there should be better adherence to WCAG 2.1 and Australian Standard EN 301 549. Stakeholders observed that the digitisation of government services has made it difficult for people with intellectual disability and require human customer supports. One solution would be to provide important government information in Easy English.

The Australian Government adopted Australian Standard EN 301 549 in 2016. This deals with accessibility requirements suitable for public procurement of ICT products and services.

The Australian Government also encourages its agencies to meet WCAG 2.1 in all communications. WCAG 2.1 aims to provide a single, shared accessible standard for web content to a wide range of people with disability including: blindness and low vision; deafness and hearing loss; learning disabilities; cognitive limitations; limited movement; speech disabilities; and photosensitivity.

The Australian Government’s National Transition Strategy, to implement the earlier WCAG 2.0 version, commenced in 2010 with the aim of implementation across all levels of government over four years. There is no recent Government audit or evaluation of that strategy and adoption of WCAG 2.0. An external assessment suggested that conformity with WCAG 2.0 varied across agencies, and that the strategy was ‘successful in the raising of awareness of the issues and requirements of website accessibility, particularly for government agencies’.

(b) Government procurement

Stakeholders across civil society, academia and industry supported all levels of government being required to procure accessible ICT.

The effectiveness of any government procurement policy turns on the extent to which it is followed. Some stakeholders observed that previously such policies were not consistently applied across government, and suggested that new monitoring and compliance measures be introduced to support implementation of new procurement policies.

Stakeholders advocated that government procurement rules incorporate some or all of the following accessibility components:

- application to government agencies, vendors, contractors and partners, as well as essential industries used by the public such as finance, healthcare and legal organisations
- compliance mechanisms allowing government employees to sue their employer agency for failing to provide accessible equipment required to do their job
- compliance measures to test accessibility, such as EN 301 549 compliance documentation or Voluntary Product Accessibility Templates and allow for progressive realisation as accessibility becomes better understood and practiced across government services
- advantages for vendors who comply with accessibility standards in their own operations and promote inclusive design.
Conclusion

Some government agencies are already taking positive steps to promote accessibility. However, the experience of people with disability accessing public services varies and depends on the service and the person’s disability.

The CRPD includes a requirement for States Parties to provide accessible public services, which necessarily entails the procurement of accessible goods, services and facilities. The UN Committee on the Rights of Persons with Disabilities noted that ‘it is unacceptable to use public funds to create or perpetuate the inequality that inevitably results from inaccessible services and facilities’. In applying this requirement to Australia, the Committee found that Australia should develop public procurement criteria to implement the full range of CRPD accessibility obligations for ICT.

Government leadership is vital in promoting human rights compliant Digital Communication Technology, especially through the provision of public services. Government procurement policies can influence markets and be a lever for change in the public and private sectors.

For example, the Commonwealth Indigenous Procurement Policy incentivises the inclusion of Indigenous enterprises at all levels of the supply chain to ‘help maximise the development of the Indigenous business sector’. Overall, the policy has had a positive effect on Indigenous business.

Since 2015, the policy has successfully generated over $3.5 billion in contracting for Indigenous businesses, across 24,470 contracts awarded to 2,140 businesses.

Outside government, procurement policies are also gaining traction, as demonstrated by the Business Council of Australia’s ‘Raising the Bar’ initiative which is a $3 billion procurement agreement between some of its member organisations and Indigenous suppliers.

The Commission recommends that accessibility requirements be included in the Government’s procurement frameworks, such as the Commonwealth Procurement Rules, as well as in corresponding state and territory procurement rules and policies. This would have a number of benefits.

- It would enhance accessibility for public sector employees with disability. Inclusive and accessible workplaces help attract and retain employees with disability, as they are more likely to feel supported and encouraged in their employment.

- It would enhance accessibility for the 4.4 million (about 1 in 5) Australians with disability when they interact with public services.

- It would signal to the private sector the importance of manufacturing accessible Digital Communication Technology and incentivise meeting these requirements for any involvement in public sector procurement or funding.

- This would, in turn, improve accessibility across large public and private institutions that procure similar products and services (for example, universities, hospitals and banks). An increase in demand from the public service for accessible goods and services would likely result in increased availability and competition across the market.

- As the market shifts more towards accessible goods and services, it would promote best practice and showcase leading providers.

The Australian Government should consider several guiding principles in the development and implementation of accessibility requirements in procurement at the federal level:

- people with disability and their representatives should be involved in the development, testing and evaluation of accessible services.
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- the government should commit to building the capacity of industry to respond to this requirement through early and frequent engagement, and support the involvement of small and medium enterprises
- the government should monitor and evaluate policies to ensure consistent implementation and effectiveness across government
- the government should promote innovative public procurement processes through activities such as technology contests
- government agencies and departments should collaborate on the implementation, successes and challenges of the policy, to improve outcomes and learn from each other.

12.6 Improving private sector use of accessible Digital Communication Technology

**RECOMMENDATION 26:** The Australian Government Department of Industry, Science, Energy and Resources or the Digital Transformation Agency should conduct an inquiry into compliance by industry with accessibility standards such as WCAG 2.1 and Australian Standard EN 301 549.

The inquiry should consider the extent to which incentives for compliance with standards should include changes relating to taxation, grants and procurement, research and design, and the promotion of good practices by industry.

There is limited hard data on private sector compliance with accessibility requirements in respect of Digital Communication Technologies. This data is needed to formulate a plan for how government could most effectively incentivise good practice in the private sector.

Civil society and industry stakeholders supported a government inquiry into compliance by industry with accessibility standards. Several focused on the role that government incentives might play in lifting industry performance, such as:

- incorporating accessibility requirements into the terms of government grants
- tax concessions and grant incentives to businesses that provide accessible technology
- a trust mark to symbolise a business’ adherence to accessible technology or a requirement that Australian businesses make information about the accessibility of their goods and services available and accessible to consumers
- industry awards, prizes and showcases for best designs and processes.

Telstra suggested any audit into accessibility standards compliance by industry be conducted progressively:

There is currently no real national standard in this space and disability advocates tell us compliance with the different standards that do exist is poor. We suggest a progressive introduction of standards, with audits conducted after the standards have been introduced, and that the technology sector must be involved in designing and testing the standards to ensure they are workable.
Conclusion

The Australian Government should stimulate the development and use of accessible Digital Communication Technology through policies that favour industry participants that promote accessibility.

Stakeholders provided examples of the kind of incentives that could promote accessibility across industry, including tax concessions to accessible businesses, industry awards, accessible trust marks, and prescribing accessibility in government grants.

In addition to promoting compliance with accessibility standards WCAG 2.1 and AS EN 301 549, government incentives such as grants and research opportunities might be provided for industry to develop and adopt innovative ways of communicating with people with disability.

The Commission heard from industry stakeholders that want to adopt more accessible practices, and from accessibility consultants and disability groups who have collaborated with business to achieve positive accessibility outcomes. There are clear opportunities for further improvements across the private sector.876

Collaboration across industry and non-government organisations has a role to play in promoting accessible technology. For example, with funding from ACCAN, the Melbourne Social Equity Institute developed a program in collaboration with industry, people with disability and mental health consumers to support providers of goods and services with their communications with people who have a cognitive disability.877

However, there is limited data on industry compliance with accessibility standards. In the Commission's view, an inquiry is needed to expose barriers to the adoption of accessibility standards, as well as reveal good practices and innovation in the area. The Digital Transformation Agency (DTA) and the Department of Industry, Science, Energy and Resources (DISER) would each be well placed to lead such an inquiry.

DISER has a strategic purpose to improve business capability and support 'industry transformation by encouraging innovation and investment'.878 The DTA has a national role in leading and shaping whole-of-government policies on shared ICT and digital services.879 The DTA supports government agencies in adopting accessible services through its Digital Service Standard.880

Together, the DTA's expertise with understanding barriers to the provision of accessible services, and DISER's business development and innovation focus, could lead this inquiry and help identify incentives to improve accessible policies and practices.
13. Broadcasting and audio-visual services

13.1 Summary

News, information and entertainment are central to democratic and cultural life. Until recently, broadcast television was the dominant way of watching this material. Technological developments, which have accelerated in the 21st century, have resulted in an ever-increasing range of media that provide this content to us—including free-to-air broadcasting, subscription television, video and online platforms.

The use of accessibility features—especially captioning and audio description—can enable this audio-visual content to be enjoyed by people with disability, and especially people with disabilities affecting their vision or hearing. As the media and platforms on which audio-visual content increase and fragment, ensuring accessibility of this content has become more complex.

Many people with disability experience difficulty in obtaining functionally accessible audio-visual news, information and entertainment. Stakeholders focused especially on the level of unmet need for captioning and Auslan interpretation for people who are deaf or who have a hearing impairment; and audio description for people who are blind or who have a vision impairment.

People with disability have a right to access news, information and entertainment. The Commission considers that this right should apply to all the principal ways in which people access such content in the 21st century, including broadcasting services on free-to-air and subscription television, as well as newer forms of content transmission such as online streaming services and social media.

This chapter includes recommendations to address this problem of functional accessibility by facilitating:

1. increased audio description and captioning requirements for broadcasting services, as well as video, film and online platforms
2. improved provision of accessible information during emergency and important public announcements
3. better monitoring of compliance with accessibility requirements and voluntary targets for the distribution of audio-visual content.
People with disability have a right to access news, entertainment & emergency information.

- **Audio description**
  - Television
  - Online & social media
- **Auslan**
  - Film & cinema
  - Subscription channels & video-on-demand
- **Captioning**
  - Television
  - Online & social media
  - Film & cinema
  - Subscription channels & video-on-demand

**Auslan** during important public announcements & emergencies.
13.2 Accessibility of traditional broadcasting services

**RECOMMENDATION 27:** The Australian Government should amend the *Broadcasting Services Act 1992* (Cth) to increase the amount of accessible content available for people who have hearing or vision difficulties as follows:

(a) national and commercial free-to-air television services should be required to provide audio described content for a minimum of 14 hours of programming per week, distributed across the primary and secondary channels. This should be increased to a minimum of 21 hours per week in a timeframe to be determined in consultation with people with disability and broadcasting services.

(b) subscription television services should be required to provide audio described content for a minimum of 14 hours of programming per week for their main channels. This should be increased to a minimum of 21 hours per week in a timeframe to be determined in consultation with people with disability and broadcasting services.

(c) national and commercial television free-to-air services should be required to increase the captioning of their content on an annual basis, resulting in all such broadcasting being captioned on primary and secondary channels within five years. The Government should determine a formula for annual progressive increases of captioning in consultation with industry, people with disability and their representatives.

**RECOMMENDATION 28:** The Australian Government Department of Infrastructure, Transport, Regional Development and Communications should conduct a review to identify effective, practical ways to increase audio description and captioning on secondary or specialist broadcast television channels.

People with disability have a right to access audio-visual content, regardless of how that content is distributed. Australian law should recognise and protect this right.

Captioning has become more cost effective through advances in technology and as policies, practices and regulation have made captioning more common. Although audio description was developed more recently than captioning, the cost associated with audio description are also decreasing over time. Nevertheless, the obligation to provide accessible services will require industry commitment and dedicated resources. To achieve this goal, some broadcasters may need to re-prioritise their functions and activities; others may need some Government support.
[a] Audio description

In the Discussion Paper, the Commission proposed that broadcasters be required to audio describe a minimum of 14 hours of content per week with annual increases, and to increase current minimum hours of captioned content.\textsuperscript{882}

Disability and other civil society groups overwhelmingly supported a legislated requirement for free-to-air and subscription television channels to provide a minimum of 14 hours of audio description per week, with minimum annual increases.\textsuperscript{883} This is consistent with broader community advocacy for mandatory audio description quotas.\textsuperscript{884}

The ABC and SBS started broadcasting on average approximately 14 hours of audio-described programming per week in June 2020.\textsuperscript{885} The national broadcasters each received $2 million from the Federal Government to fund their audio description services in 2020-21.\textsuperscript{886} Prior to this, the Government funded trials of audio description on ABC1 in 2012 and on the ABC's online streaming platform, iview, in 2015-16.\textsuperscript{887}

The Commission's final round of community consultation took place at around the same time as the new Government-funded audio description services started. While there was support for increased audio description in broadcasting, many people with disability described feeling uncertain and disappointed with the changing policy positions in Australia, despite long-term advocacy to effect change.\textsuperscript{888}
The 2015-16 audio description trial in Australia did not lead to significant change, despite its apparent success, prompting one consultation participant to say:

I don't want to get my hopes up. I started to get into some TV series the last time around and stopped watching TV after the last trial ended. It's too psychologically difficult and devastating. This [audio description] is not just a nice-to-have.889

One disability group representative spoke about their membership base being concerned about what will happen after the funding finishes in 12 months. They’ve been guinea pigs before for trials and they're worried they're going to lose [audio description] again. [Audio description] can't keep being given, and then taken away.890

Some disability representative groups submitted that the most important feature of any new policy is certainty that it will be adopted and enforced. They suggested audio description is most likely to succeed in Australia if industry is supported by government with the establishment of necessary infrastructure needed for audio description.891

It was submitted that a graduated approach to audio description—a minimum number of 14 hours per week and annual increases—would help ensure industry commitment to audio description in Australia.892 Representative groups noted that the most effective way to provide certainty for the community and ensure long-term implementation of audio description is to legislate minimum quotas in the Broadcasting Services Act 1992 (Cth) (Broadcasting Services Act).893

Some advocates noted that now is an opportune moment for the Australian Government to legislate for audio description, and to act on the culmination of concerted advocacy efforts over decades, as well as current ABC and SBS audio description services.894

Stakeholders also urged that, in addition to broadcasting, audio description quotas be introduced for online content, video content, and streaming services.895

(b) Captioning and Auslan

Several disability representative groups urged an increase in captioned content quotas on broadcast television, with improved measures for quality assurance.896 Currently, free-to-air broadcasters are required to caption 100 per cent of programs broadcast on main channels between 6am and midnight, and all news and current affairs programs on main channels, regardless of the time at which they are broadcast.897 This basic rule does not extend to television broadcasters’ secondary channels (sometimes known as ‘multi-channels’) unless the program has been broadcast with captioning on another of the broadcaster’s television services.898

ACCAN recommended an increase to captioning quotas:

We are keen to ensure that this requirement also applies across national, commercial and subscription broadcasting services, and across all channels (including multi-channels). We strongly believe that broadcasters should be providing captioning for the full 24 hour viewing day. Furthermore, efforts must be made to ensure that access features follow video content across different platforms.899

Disability representatives noted that accessibility is compromised for people who are deaf or hearing impaired when captioning does not accurately represent the content. This can be a problem when captioning is automated and not checked for error before being transmitted to the viewer.900

(c) Secondary and specialist broadcast channels

Part of the rationale in imposing a limited quota for audio described content is a recognition that some programming is more difficult to audio describe. People who use audio description have previously reported that scripted content (such as drama and documentary) is better suited to audio description, as compared with live or near-live content (for example, news and live sports).901
Moreover, following reform to Australian broadcasting law since 2000, which was coupled with the introduction of digital broadcasting, television networks are now permitted to have a primary channel, as well as one or more secondary or ‘multi’ channels (referred to in this Final Report as ‘secondary channels’).

The popularity of secondary channels has increased since their introduction. However, commercial and government-owned television networks sometimes offer more specialised content on secondary channels, such as dedicated foreign language, music, sports and news channels. This can appeal to, or be suitable for, a smaller number of people in the community, as compared with the content typically broadcast on primary channels. In addition, sometimes secondary channels include material that is re-broadcast directly from international providers. This combination of factors can make the content on these secondary channels less suited to audio description, for cost and practical reasons.

(d) Conclusion: a need for reform

The Commission recommends reform to law and policy to ensure that people with disability can enjoy the right to access audio-visual content, regardless of how that content is distributed.

The changes recommended by the Commission will require broad consultation. Consistently with the requirements of the CRPD, that consultation should include people with disability. As ACCAN has observed, such consultation should occur throughout the reform process. People with disability must be kept informed about changes that will affect them and must have the opportunity to have their say regarding these changes.

(i) Audio description

The ABC and SBS provide an average of 14 hours per week of audio description to Australian audiences. The ABC and SBS spread these 14 hours of audio described content across their primary and secondary channels. There is further, but limited, availability of audio description through some DVDs, specialist cinema screenings and via international subscription video-on-demand (SVOD) services.

Audio description is primarily used by people who are blind or have a vision impairment. In addition, some sighted members of the community also report using audio description. For example, some people with autism spectrum disorder and intellectual disability use audio description to better enjoy and understand the content, and some other people find it useful when multitasking or attempting to understand culturally-specific references.

Australia is the only English-speaking OECD country without compulsory minimum quotas for audio description on free-to-air television. Free-to-air broadcast services are the most popular medium for older people, who make up almost three quarters of people who are blind or vision impaired in Australia. This proportion is predicted to increase with an ageing population and the age-related nature of vision loss.

People who are blind or have a vision impairment have long advocated minimum quotas for audio description on free-to-air television, video-on-demand and subscription broadcasting. Senator Steele-John introduced a private member’s bill in 2019, proposing a minimum of 14 hours per week per channel of audio description for the first three years of operation, followed by annual increases to 21 and 28 hours per week.

In December 2017, a working group of the then Australian Government Department of Communications stated that ‘significant work would be required on the broadcast transmission side and the consumer receiver side before an AD service could be introduced’. Free-to-air broadcasters expressed concerns at the time that if audio description were mandated in law, this would cause structural, technical and financial disruptions to their services. The Commission acknowledges the significant effort needed for free-to-air broadcasters to provide audio description services to the Australian public.
The ABC and SBS consulted people with disability and their representative groups to prepare for the implementation of their audio description services. They consulted on suitable audio description formats that would align with TVs and set top boxes, as well as audience preferences for audio-described programming and information regarding the service. Since its inception in mid-2020, the broadcasters have received positive feedback from the community and are continuing to engage with them throughout the process.\textsuperscript{914}

ABC’s and SBS’s groundwork to address some of the technical challenges and consult with the community could help other broadcasters implement audio description services.

The Commission supports calls for broadcasting content to be made more accessible for people with disability. As a first and important step, adopting a minimum audio description requirement of 14 hours per week for national, commercial and subscription broadcasting services would benefit many Australians.\textsuperscript{915}

This minimum quota of 14 hours per week should be increased to 21 hours in an appropriate timeframe, to be determined in consultation with people with disability and broadcasting services. The Australian Government should also provide reasonable support to national, commercial and subscription broadcasting services to help with the establishment of these services. Over time, minimum quotas should continue to be increased further.

(ii) Captioning

Under the Broadcasting Services Act, broadcasters on free-to-air television currently must provide captioning for:

- content broadcast between 6am and midnight on primary channels
- news and current affairs programs at any time on primary channels
- any program that is broadcast as a ‘repeat’ on secondary channels having previously been broadcast on a primary channel.
Stakeholders representing people with disability generally urged that the Act be amended to require captioning for all content on free-to-air television 24 hours per day. This position is consistent with the views described in the Australian Communications and Media Authority (ACMA) report of 2017 on captioning obligations in the Broadcasting Services Act. Representative groups have previously advocated the extension of minimum hours of captioned content across free-to-air secondary or multi-channels, rather than applying only to a broadcaster’s primary channel. In that review, commercial and national broadcasters opposed an extension to 24 hour captioning, citing concerns regarding additional costs.

People who are deaf or have a hearing impairment have a right to access broadcasting services, including news and entertainment broadcasting. The Commission recommends that the minimum requirement for captioned content on free-to-air broadcasting be increased to support this right. Progressive quotas and targets should help national and commercial broadcasters gradually build on their existing systems and processes to achieve this.

Subscription broadcasting services are already subject to legislated annual increases of content that must be captioned. There are nine categories of subscription television. Each category has a captioning target, which increases by 5 per cent each year until it reaches 100 per cent. In 2021, all the content on some dedicated movie channels and 90 per cent on some dedicated entertainment channels must be captioned. News and sports currently have a target of 55 per cent, which will reach 100 per cent in 2031. The Commission acknowledges that this already provides a pathway towards captioning of all content for subscription television.

(iii) Secondary and specialist broadcast channels

There are commercial and other factors that free-to-air and subscription television service providers consider in offering content.

For free-to-air channels, the difference in average audience numbers between primary and secondary channels can be significant, but often less so than for subscription television. Each free-to-air television network currently has a primary channel and up to four multi-channels which contain a mix of general and specialised content.

By contrast, the total audience for subscription television is spread over a much larger number of channels than those used by each free-to-air network. There are significant differences between subscription television channels that attract a relatively large proportion of the audience (for example, some movies and entertainment channels), and the dozens of other specialised channels that attract smaller audiences.

The combination of smaller audiences and more specialised content can present commercial challenges for operators of that second tier of channels in complying with regulation, including rules related to accessibility of broadcast content. While policy in this area should pay due regard to this commercial reality, accessibility is a legally-protected right. Catering for the needs of people with disability should never be abandoned simply because, at times, there are costs associated with doing so.

As this area of broadcasting has developed significantly in recent years, and it is continuing to develop, detailed expert analysis is needed to ensure practical and effective ways of providing accessible content—especially using captioning and audio description—via the second tier of channels on subscription television. To this end, the Commission recommends that the Department of Infrastructure, Transport, Regional Development and Communications undertake a review to identify ways to increase audio description and captioning on that tier of subscription television channels.

There is diversity in viewers and reach across national, commercial and subscription broadcasting. The Department of Infrastructure, Transport, Regional Development and Communications should determine a practical basis of distinguishing between the two tiers of subscription channel broadcasting, by reference to factors including audience numbers and the nature of the content offered.
13.3 Newer ways of distributing audio-visual content

**Recommendation 29:** The Australian Government should introduce legislation to provide minimum requirements for audio description and captioning in respect of audio-visual content delivered through subscription video-on-demand, social media and other services that are not covered by the *Broadcasting Services Act 1992* (Cth). Obligations should be determined in consultation with industry, and people with disability and their representatives.

Current federal legislation deals with audio description and captioning on ‘traditional’ television broadcasting services. The legislation does not apply to newer or more specialised ways of communicating audio-visual content, such as SVOD, DVDs, films, social media, and online services.

In particular, leading SVOD services such as Netflix, Stan, Amazon Prime and Apple TV, as well as social media platforms such as Facebook, Twitter and YouTube, are rapidly increasing in size and carrying an increasing proportion of content consumed by the Australian community at large. Hence, any accessibility problems with the content on those services takes on greater significance.

The Commission considers that the Broadcasting Services Act should be amended to provide for minimum accessibility requirements for audio description and captioning on those services.

Stakeholders expressed concern about this phenomenon. This input was consistent with other civil society advocacy to increase the availability and promotion of audio description and captioning across SVOD and other content distribution platforms.

Many of the leading SVOD services state on their respective websites which programming and other material offer the option of audio description and/or captioning, and some civil society groups provide lists and overviews of audio-described content. Some cinemas provide for audio description and open and closed captions for select movie sessions. Vision Australia provides information about audio-described video content at cinemas.

**Conclusion: new forms of content distribution and accessibility**

A very significant number of Australians are using SVOD, online and social media services to consume audio-visual content, and the market share of these newer services is increasingly rapidly as compared with more traditional television broadcasting services. The Commission is concerned that, unlike those broadcasting services, these increasingly important services are not required to provide minimum accessible content.

The Australian Government should introduce legislation to provide for minimum accessibility requirements for audio description and captioning on those newer services. This would have two principal benefits.

First and most importantly, such reform would improve the human rights protection for people with disability who rely on audio description or captioning to experience audio-visual content. Secondly, it would provide for a fairer market among companies that distribute content, by harmonising the obligation to adhere to these accessibility requirements. This is consistent with one of the core objectives in the Australian Government’s *Media Reform Green Paper*—namely, to reduce the regulatory imbalance between free-to-air television and internet-based competitors.

The Commission acknowledges that this would be a significant reform, and the precise detail would require consultation and coordination with key stakeholders, including people with disability, media and communications policy makers and regulators, as well as the companies involved in the various forms of audio-visual content distribution. The Department of Infrastructure, Transport, Regional Development and Communications and ACMA would be well placed to lead this consultation process.
13.4 Emergency and public service announcements

**RECOMMENDATION 30:** The Australian Government, and state and territory governments, should ensure that people with disability can receive and understand emergency and other important public announcements, including by requiring government agencies to provide Auslan interpreters at their emergency and important public announcements.

The Australian Government should amend the *Broadcasting Services Act 1992* (Cth) to require any television or other company, which broadcasts or re-broadcasts emergency and other important public announcements, to ensure that Auslan interpretation is visible on the screen at all relevant times; and captions are readable, accurate and comprehensible.

People with disability raised serious concerns about the accessibility of emergency and public service announcements.

Some of these critical announcements are broadcast with Auslan and/or captioning. However, the availability and quality of those accessibility features are inconsistent. Sometimes there are significant inaccuracies in live captioning and no visible Auslan interpreter on the screen for emergency and public service announcements broadcast on Australian television. The Commission recommends reform to improve this critical accessibility issue.

In light of the 2019-20 summer bushfires and the COVID-19 pandemic, stakeholders emphasised the importance of improving the overall performance regarding the quality and presence of captioning and Auslan interpreters in emergency and public service announcements broadcast in Australia. Stakeholders reported:

- emergency briefings where there was no Auslan interpreter, or where the interpreter was not visible on the screen
• emergency briefings for which the captions had an unacceptable number of errors
• rebroadcast of announcements on digital platforms (for example, YouTube), where the content was inaccessible.929

Similar concerns were raised by the disability sector in the ACMA review of the captioning obligations in the Broadcasting Services Act.930 In that review, the ACMA noted that some broadcasters had undertaken to include Auslan interpreters when they were present at an emergency announcement.931 These undertakings are not enforceable, and the ACMA stated that it would monitor future enquiries and complaints to assess whether any further regulatory intervention should be considered.932

Conclusion

The CRPD requires States Parties to take measures necessary to ensure the safety of persons with disabilities in situations of risk, including humanitarian emergencies and natural disasters.933 In response to the 2019 summer bushfires and the COVID-19 pandemic, Deaf Australia wrote to the Prime Minister saying:

Deaf people need Auslan to access information so they can make informed decisions and take actions to protect themselves, their families and others around them. Text-based resources, such as captioning, do not have the same capacity to deliver accurate information as one would receive through Auslan.934

The Commission heard from community stakeholders who experienced severe anxiety and concern throughout the bushfires and pandemic due to inaccessible information during public emergency announcements.

Emergency and public announcements are critical communication strategies during emergencies, and ‘play an important role in community safety by empowering people to make informed and timely decisions, thereby taking protective action’.935 The Royal Commission into National Natural Disaster Arrangements recommended that an education campaign on the Bushfire Warning System consider the needs of all Australians, and target people with disability.936 The importance of providing accessible information and communications in the form of Auslan was noted in the Australian Health Sector COVID-19 emergency response plan.937

The provision of accessible information during emergency and public announcements of national significance is essential to protect the rights of people with disability, including the rights to access information and the highest attainable standard of health.

In addition to law reform, other measures may also be required to support people with disability in receiving and understanding information during emergency and important public announcements. For example, people with cognitive disability may require alternative forms of accessible content, which should be considered by the Australian Government in due course.

13.5 Monitoring and compliance

RECOMMENDATION 31: The Australian Communications and Media Authority should consult with broadcasters and introduce monitoring and compliance measures to support them to:

(a) comply with accessible service requirements
(b) provide quality accessible services
(c) increase organisational capacity to comply with current and future accessible service obligations.
There is no independent or regular monitoring of the accessibility of broadcasting services. Civil society stakeholders expressed concern about a lack of monitoring for compliance with captioning obligations (and any future audio description obligations), with a lack of data on the presence and quality of captioning. This places the responsibility on individuals to complain about shortfalls. 938

Similar concerns are also reflected in a recent research report by ACCAN and Curtin University. 939 This report suggested that live caption quality is poor in certain circumstances, which may lead to a consumer not being able to follow the program. The report reiterated the vital role that captions play for people who are deaf or have a hearing impairment, and called for increased monitoring activities by ACMA and a review of the Broadcasting Services (Television Captioning) Standard 2013 (Standard). 940

This Standard, made under the Broadcasting Services Act, must be followed by free-to-air broadcasters when captioning programs. 941 Under the Standard, captions must be readable, accurate and comprehensible. 942 Broadcasters are required to report on compliance with their captioning requirements through annual reports to ACMA, 943 and individuals may make a complaint about the absence of required captioning or about the quality of captioning. 944

The Australian Government and broadcasters have a responsibility to gather data and implement monitoring and compliance mechanisms for accessible broadcasting services (including captioning, audio description and Auslan interpretation). This responsibility arises from CRPD requirements that States Parties collect information and monitor the rights contained in the Convention. 945
14. Availability of new technology

14.1 Summary

Accessibility includes ensuring that goods, services and facilities that use Digital Communication Technologies are sufficiently available to people with disability.

Availability can be reduced where people with disability cannot afford, or do not know, about such goods, services and facilities. Socio-economic disadvantage, which is more common among people with disability, exacerbates this problem. This form of exclusion can also worsen inequality and disadvantage for people with disability. Barriers to availability may be compounded when disability intersects with other factors, including being older, having multiple health conditions or one’s geographic location.

The problem of availability differs from a problem of functional inaccessibility. For example, a smartphone may be designed to enable a person with vision impairment to use it, but if they cannot afford the phone they will not benefit from this good design.

As summarised in Table 3, the Project’s consultation revealed three common barriers to access for people with disability in this area: understanding and awareness of what is available to people with disability (also referred to as digital ability); affordability of home internet service; and affordability of critical goods, services and facilities that use Digital Communication Technologies. These barriers are often interrelated, and exacerbated by socio-economic factors.
This chapter recommends measures to support greater availability of goods, services and facilities that use Digital Communication Technologies for people with disability through:

1. the provision of accessible information on how goods, services and facilities can be used by people with disability
2. more accessible broadband internet by introducing a concessional rate for people with disability
3. improved access to Digital Communication Technologies for people with disability through National Disability Insurance Scheme (NDIS) funding.

Table 3: Digital Communication Technologies: problems of availability

<table>
<thead>
<tr>
<th><strong>Internet access</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>People with disability experience lower rates of broadband internet access compared with the rest of the Australian population. This gap is sometimes called the ‘digital divide’. People with disability in regional and remote areas can experience inadequate and unreliable internet coverage.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Cost of assistive technology</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Goods, services and facilities that use assistive technology, including where inaccessible items are altered to make them accessible for people with disability, are often costly. For example, screen readers, voice activation software and eye-gaze software can be especially expensive. This can be problematic for people with disability and older people, as they are more likely to be on low incomes, pensions, unemployed or underemployed.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Digital ability</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>The individual characteristics, experiences and preferences of a person with disability can affect their ability to engage with and use Digital Communication Technologies effectively. For example, people who have not received support and training may have low confidence and skills with tech-powered products and services.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Socio-economic factors</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Barriers described by people with disability are often interrelated with socio-economic factors, such as educational attainment, income, and access to health, legal and social support services. For example, one in four community legal centre clients has a disability—a cohort who experience digital exclusion due to cost of technology and limited ability to access essential services online.</td>
</tr>
</tbody>
</table>

14. Availability of new technology
14.2 Information about goods, services and facilities

RECOMMENDATION 32: Standards Australia should develop, in consultation with people with disability and other stakeholders, an Australian Standard or Technical Specification that covers the provision of accessible information, instructional and training materials to accompany consumer goods, services and facilities. This Australian Standard or Technical Specification should inform the development of the recommended Digital Communication Technology Disability Standard under section 31 of the Disability Discrimination Act 1992 (Cth) (see Recommendation 24).

People with disability experience barriers in accessing information about how goods, services and facilities operate and their suitability for people with disability. For example, a product may be available but a lack of accessible instructions or information may mean that a person with disability is unaware of the product, or unable to determine if it is suitable for their needs.

The Commission recommends that Standards Australia work with industry and the community to develop a standard or technical specification to ensure the provision of consistent accessible information for Digital Communication Technologies. This could improve the provision of two forms of information:

1. information about the functional accessibility of the product. For example, it could state whether a product is compatible with a screen reader or whether it has raised buttons for a person who is blind

2. instructional and training materials for products in an accessible format, such as online content (for a person who is blind and uses a screen reader), Braille, Easy English or large print.

The Commission received positive feedback on this proposal from disability representative groups and business.

Stakeholders provided examples of everyday goods that use Digital Communication Technologies—such as personal and household items and assistive technologies—which are difficult to use because of limited accessible information and instructional material. Accessible information for these goods would enable greater autonomy and participation for people with disability.

Stakeholders submitted that they sometimes need to purchase a product before finding out whether the product will be functionally accessible for their needs. There is generally low awareness and understanding of new technologies among people with disability, and their supporters or carers. This can make it difficult to keep up to date with new technological developments and opportunities for their individual circumstances.

For example, the Ability Research Centre stated:

There is a significant paucity of knowledge about what assistive technology is available, and how all kinds of technology can be harnessed for the specific purpose of assisting people with disability... In essence, the sector languishes from a lack of clear knowledge about new, often generic technology, how it integrates with existing, often specialised, technology, how options can be meaningfully evaluated, compared and trialled, and where to turn for this information.

Standards Australia has indicated that it could facilitate the development of an Australian Standard or Technical Specification to cover this information. Standards Australia noted the current gap in this type of guidance, and the negative impact this can have on people with disability.
Standards Australia and disability representative groups also highlighted the importance of including people with disability and their representatives in the development of a new Standard. ACCAN and the Digital Gap Initiative submitted that the proposed Australian Standard be mandatory for the providers of goods to consumers.

Conclusion

When we buy a new product, or access a new service or facility, we generally take for granted that instructions will be readily available to make the good, service or facility usable. Too often this assumption does not hold for people with disability. This might be because there are no instructions. In theory, the absence of any instructions would disadvantage all users equally, but people with disability are more likely to be disadvantaged because certain features, thought to be intuitive, might rely on a person being able bodied. Without the ability to see a particular product, for example, some explanation might be needed about how to operate it.

Where instructions are written on the assumption that all users have the same characteristics and abilities, this can also be problematic. Even where a good, service or facility has been designed for use by people of all abilities, the way a person with disability uses it might differ from how others use it. If the instructions do not explain the alternative way that people with disability may operate the good, service or facility, those people will be disadvantaged and, in a practical sense, might not be able to access the thing at all. The same problem arises if the instructions are available only in a format that is inaccessible for people with disability.

Digital Communication Technologies often bring unavoidable complexity. Hence, it is important that goods, services and facilities that use these technologies are accompanied by instructions that accommodate the needs of people with disability.

The development of an Australian Standard would be a relatively straightforward way of addressing this challenge. Information and instructions directed towards meeting the needs of people with disability would support informed consumer choice, and bring added benefits in terms of greater independence and participation through the use of these items.

Some designers and developers are pioneering the use of accessible Digital Communication Technologies, while others do not appear to prioritise accessibility. The role of ‘human rights by design’ is considered in the next chapter. There is scope, however, for the private sector to improve the accessibility of goods, services and facilities at the point of sale and use by the consumer.

Consumer goods, services and facilities should come with accessible instructions and dedicated information about accessible features. For example, a smart TV’s accompanying instructions should be in an accessible format and include information about its accessibility features and functionality. Businesses that adopt such measures could benefit from increased market share and goodwill among the disability community.

The Commission recommends that Standards Australia work with industry and the community to develop a Standard or Technical Specification to ensure the provision of consistent accessible information for Digital Communication Technologies.

These standards and specifications should support people with disability in obtaining goods, services and facilities and when finalised, be incorporated into the recommended Digital Communication Technology Disability Standard under section 31 of the DDA.

14.3 Internet access

**RECOMMENDATION 33:** The NBN Co should implement a reasonable concessional broadband rate for people with disability who are financially vulnerable, in consultation with them, their representatives and other stakeholders.
The Commission supports the call from many civil society and disability representative groups for a concessional broadband rate for low-income households, to make internet access more affordable and improve digital inclusion. An example of this advocacy is the No Australian Left Offline campaign, led by ACCAN. ACCAN estimates that a concession to the 2 million Australian households on the lowest incomes could be budget neutral when offset against outcomes of increased take-up of broadband services, including an increase in average incomes and creation of new businesses.

There is an opportunity to increase digital inclusion for people with disability through the establishment of a concessional rate for people with disability who are financially vulnerable. This could be an extension and expansion of the NBN Education Assistance Package or through a new concession scheme.

In assessing any such scheme, consideration should be given to the needs of people with disability who might be financially vulnerable, such as people who are studying, have high support needs or are on rehabilitation pathways.

The internet is a significant gateway for people with disability to be connected with services, to give and receive information and enjoy their full range of human rights, including freedom of expression and opinion.

Internet access as a central element of digital inclusion, and the barrier of affordability for people with disability, were common themes throughout this Project. Digital inclusion rates in 2020 show that people with disability experience lower digital inclusion, and that affordability has worsened for this group over the last six years:

- Australians with disability spend a greater proportion of their household income on internet access than the Australian average and receive less data for each dollar of expenditure than the average.

The social and economic causes of digital exclusion are complex and varied. Rates of inclusion are influenced by differences in income, education levels, and the geography of socio-economic disadvantage. Low internet access is correlated strongly with disability, low family income, and employment and education status. Further, the distribution of poverty and inequality in Australia means some people start from a position of disadvantage when it comes to digital inclusion, and there is a real risk that the changing digital environment may exacerbate experiences of poverty and inequality.

The Australian Red Cross submitted:

Pervasive service digitisation and dependence on technology in our private and public lives can further disadvantage vulnerable Australians. Improving digital inclusion is critical to ensure that everyone in our community is empowered to participate and contribute. Technology can empower people in so many ways – they can stay connected and involved with their social and community networks, access knowledge and services to help them stay well, or link to learning and job opportunities.

In supporting the proposal to increase broadband access for people with disability, SAS Institute Australia said:

The adoption of digital technology yields enormous benefits for society and it is critically important to ensure that all members of society can participate in those benefits.

Stakeholders observed that the COVID-19 pandemic has highlighted an even greater need for internet access, as people with disability rely on digital platforms to access carers, disability and health services.
supports during pandemic restrictions. The pandemic required an almost immediate transition from in-person activities to digital platforms. This was reflected in the uptake of higher internet speeds, to accommodate increased broadband use for work, education and entertainment.

In recognition of this increased need, NBN Co offered a wholesale discount for people who had not accessed broadband services prior to March 2020. It recognised that broadband was required to enable access to education, and offered the Education Assistance Package until January 2021. Further, some telecommunications businesses offered free additional data through mobile or broadband plans during some of the COVID-19 lockdown period.

People with disability have reported increased cost of living throughout the COVID-19 pandemic and, in a recent national survey, 91% of people with disability and carers who responded said that they experienced higher expenses in groceries, healthcare, internet and phone, and hygiene/sanitising equipment.

### 14.4 Role of the National Disability Insurance Scheme

**RECOMMENDATION 34:** The National Disability Insurance Agency, in consultation with people with disability, should review its policies regarding funding of reasonable and necessary supports as those policies apply to accessible goods, services and facilities, which use Digital Communication Technologies and which can be shown to enable people with disability to enjoy greater independence and participation in all areas of life.

In particular, the NDIA should focus on increasing access to internet plans, computers, tablets, laptops and smartphones and other items that rely on Digital Communication Technologies.

The NDIS plays an important role in ensuring that people with disability have access to goods, services and facilities that enable participation in the community, although most people with disability do not participate in the scheme.

Under the NDIS, people with disability receive ‘reasonable and necessary’ supports under individualised NDIS plans. The *National Disability Insurance Scheme Act 2013* (Cth) (NDIS Act) provides that reasonable and necessary supports for people with disability are those that:

- support people with disability to pursue their goals and maximise their independence; and
- support people with disability to live independently and to be included in the community as fully participating citizens; and
- develop and support the capacity of people with disability to undertake activities that enable them to participate in the community and in employment.

NDIS Rules prescribe what will be funded or provided and the methods or criteria used by the National Disability Insurance Agency (NDIA). The rules and policies on the funding of assistive technology (which include Digital Communication Technologies) are complex. For example, the NDIS uses four levels to describe the complexity of a participant’s assistive technology needs.

The NDIS should support improved access to the internet and ‘mainstream’ goods, services and facilities that use Digital Communication Technologies. The NDIS should extend and expand its current policies on funding mainstream devices, or establish a new policy to support people with disability to obtain these items.

There is some community concern about how the NDIS deals with the technology needs of people with disability. This is part of a broader debate about the extent to which the NDIS should prioritise the provision of assistive or accessible technologies. Some stakeholders reported that the NDIA takes an inconsistent approach when determining whether to provide accessible ‘mainstream’ technology, such as smartphones, under NDIS plans.
It was claimed that some NDIS planning regions allow the purchase of mainstream technology, such as a smartphone; others a lease; and others do not allow this at all. Some suggested that individuals with greater capacity to articulate their own needs, or those who had a planner to help them do so, were more likely to receive goods, services and facilities that use Digital Communication Technologies under an NDIS plan. These sorts of inconsistency were said to cause confusion and frustration across the disability sector.

Stakeholders submitted that those most at risk of exclusion from accessible and assistive technology are people with disability who are on a low income. Blind Citizens Australia stated that the use of assistive technology often depends on access to internet and ICT devices, which are considered ‘mainstream’ technology and not funded under the NDIS:

Most people who receive social security as their only source of income are living below the poverty line. This could well mean that assistive technologies that are funded through an individual’s NDIS plan, are unable to be accessed due to unaffordability of ongoing internet connection, smart phone infrastructure and data plan, computer, or other device.

Conclusion

The NDIS may cover an item of assistive technology if it is considered a reasonable and necessary support to meet the needs of the participant. Until recently, internet access and ‘mainstream’ goods that use Digital Communication Technologies—such as computers, tablets and smartphones—were not usually included in NDIS plans.

However, the NDIA modified its approach in 2020 in acknowledgement that many face-to-face services were suspended during the COVID-19 pandemic, and people with disability need mainstream devices to support online delivery of their services. Until 28 February 2021, an NDIS participant could use their plan to obtain a computer tablet so that they can take part in online activities.

The Commission welcomes this change in policy, but the change is constrained in two important ways. First, it is time limited, because it responds to the immediate needs associated with the COVID-19 pandemic. The Commission urges that this time limitation be removed because the pandemic merely makes obvious and more acute an existing, serious problem. Secondly, devices such as smart phones and tablet computers with mobile connections cannot be purchased with NDIS funding. This also should be reconsidered.

Affordability barriers are difficult to overcome for people with disability who are on low incomes. They may encounter multiple socio-economic barriers to access and inclusion. People with disability experience higher levels of poverty than other Australians, and 38% of Australians living in poverty have a disability.

The NDIS should support improved access to the internet and ‘mainstream’ goods, services and facilities that use Digital Communication Technologies, where they enable other human rights for people with disability, and support increased independence and participation. The NDIS should extend and expand its current policies on funding mainstream devices, or establish a new policy to support people with disability to obtain these items. These amendments would have particular benefit for people with disability who are financially vulnerable.
15. Design, education and capacity building

15.1 Summary

Good design is central to making goods, services and facilities that use Digital Communication Technologies accessible for people with disability.

A ‘human rights by design’ approach involves considering the human rights implications of what one is creating at the earliest stages of design and development, and taking steps to uphold the rights of end users and others who may be affected. Applying a human rights by design approach in the context of Digital Communication Technologies not only benefits people with disability who may have particular needs, but it also benefits the broader community and the technology sector.

This chapter recommends three key ways to apply human rights by design in the context of Digital Communication Technologies:

1. the Australian Government should adopt and promote this approach through the National Disability Strategy and in the design and delivery of services
2. human rights by design should be included in education and training—especially in the areas of science, technology, engineering and mathematics (STEM)
3. this approach should be a part of accreditation, ongoing professional development, training and capacity building for those involved in designing and developing with Digital Communication Technologies.
15.2 Design approaches

RECOMMENDATION 35: The Disability Reform Council, through the Disability Reform Ministers’ Meeting, should:

(a) include accessible technology as an outcome area in the next National Disability Strategy to improve access to Digital Communication Technologies for people with disability

(b) lead a process for the Australian Government and state and territory governments to adopt and promote human rights by design in the development and delivery of government services using Digital Communication Technologies, and monitor progress in achieving this aim.

This section explores some of the benefits in promoting human rights by design in the development of goods, services and facilities that use Digital Communication Technologies.

The Commission urges the Australian Government to include accessible technology in the next National Disability Strategy, and promote human rights by design in government services that use Digital Communication Technologies.

(a) Designing for people with disability

Stakeholders across industry and the community considered that the whole community benefits when technology is accessible for all.997 For example:

- people with disability benefit through better access to these things and, through this, they can enjoy greater independence and participation
- other members of the community tend to experience simpler functionality
- the technology industry benefits from a bigger consumer market and better reputation.

Stakeholders emphasised that the right of people with disability to access technology should be foundational, and considered in the earliest conceptual, research and design phases. For example, Google submitted:

Access and accessibility need to be considered from the beginning of the development cycle in order to produce technologies and products that contribute positively to people’s lives.998 Industry stakeholders provided positive examples of accessible design in their production processes, and disability advocacy groups also recognised the importance that some businesses have placed on accessible design.999 The Digital Gap Initiative emphasised the importance of avoiding the mentality of accessibility as an afterthought:

[In instances where accessibility is provided, our experience is that accessibility is a design feature added on towards the end of the product lifecycle, as opposed to being considered in early design phases. The consequence is that accessibility is not coherently integrated into products, including websites, and thus provides an inconsistent experience for end users.1000

While this Project has focused primarily on human rights by design, this is just one of a number of similar design-led approaches, which tend to share goals such as inclusivity. Other approaches, which were raised in the consultation process, include the following.1001

1. Universal design aims for products and services that are usable by all people, including people with disability, to the greatest extent possible, without the need for adaptation or specialised design.1002

2. Accessible design aims for independent use, specifically by people with disability,1003 and has internationally recognised standards considering a range of disabilities.1004
3. **Inclusive design** considers the full range of human diversity with respect to characteristics such as ability, language, gender and age, aiming for outcomes usable by all people. \(^{1005}\)

4. **Co-design** focuses on the inclusion of people with disability in all design phases with the goal of producing greater accessibility in the final product. This can involve people with disability being employed or consulted in the design process. \(^{1006}\)

5. **Safety by design** aims to put user safety and rights at the centre of the design, development and release of online products and services. \(^{1007}\)

These approaches overlap in their operation and conceptual underpinning. \(^{1007}\) For example, the ‘Accessibility Principles for Banking Services’ uses principles of universal design, accessible WCAG 2.1 guidelines, and inclusive design methodology. \(^{1008}\)

Stakeholders noted that each approach has its own strengths and challenges. \(^{1009}\) No single solution will meet the accessibility needs of all people with disability. \(^{1010}\) For instance, Adobe submitted:

> Because different users have different needs, it is important to acknowledge there is no single perfect accessible final result... Design is not engineering, and you can’t ‘certify’ designers the way you can products. The creative phases of product design are too abstract to pin down that way. What they need to do is create some kind of incentive to build it right from the start. \(^{1011}\)

Stakeholders also noted that designers need to appreciate that one person may have several accessibility requirements. The Co-Innovation Group at the University of Queensland submitted that some people require both simple, clear design for cognitive accessibility, and high-quality audio and features to support hearing accessibility. Managing multiple streams of accessibility considerations may be challenging and may potentially lead to technology that is less accessible because of range of choices and set up requirements. \(^{1012}\)

---

**[b) Human rights by design]**

The various design-led approaches described above can be seen as all providing elements of human rights by design. Most critically, each approach focuses on the importance of embedding accessibility into the entire technology cycle—from concept, research and design, testing and production through to implementation and use—but focusing especially on the earliest phases of this cycle.

In the Discussion Paper, the Commission proposed that human rights by design strategies be adopted and promoted by the Australian Government, including in service delivery, policy and in the National Disability Strategy. There was broad support from industry representatives, people with disability, and accessibility consultants for this proposal. \(^{1013}\)

Some stakeholders saw a benefit in human rights by design, over other design-led approaches, because it can draw attention to rights that might otherwise be neglected in the design process, such as the rights to privacy and non-discrimination. \(^{1014}\) Three civil society organisations submitted that human rights by design principles should form the basis of legal obligations. \(^{1015}\)

Some key principles that underlie a human rights by design approach in this area include:

- the common goal is functional accessibility for people with disability
- accessibility is considered at all points in the product cycle \(^{1016}\)
- people with disability and their representatives are engaged and consulted in the design process, including people with different disabilities, perspectives, ages and backgrounds \(^{1017}\)
- the most effective way to include people with disability in design is to have better representation of people with disability in the technology sector. \(^{1018}\)
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[c] Business case for human rights by design

Stakeholders across many sectors pointed to the commercial opportunities for businesses that implement human rights by design.1019 This included through the expansion of markets and building a stronger reputation for corporate social responsibility.

[i] Expanding markets

Human rights or inclusive design can be a tool to expand commercial opportunities by strengthening existing market share, and by creating and growing new markets.1020 Research conducted by PwC Australia for the Centre for Inclusive Design estimates that inclusive design can increase the potential market of products and services by three to four times.1021 In a similar vein, the Digital Gap Initiative submitted:

> The private sector should be allowed and encouraged to innovate and create products that are accessible by all or create products that bridge the accessibility gap. Accessibility in our view is an untapped commercial market which should be highlighted to businesses. Almost one in five Australians has some form of a disability, which represents a substantial target market for business.1022

Delivering innovative products to consumers and solving ‘unmet need’ can help businesses tap into network effects and increase customer base and market share.1023 The University of Melbourne summarised the commercial imperative as being that ‘[i]n the age of personalisation, a device which cannot be used in every environment is not competitive’.1024

In addition, tech-powered products may be initially designed for people with disability but end up benefiting a broader base of customers. For example, captions on television and SMS or text messages were both initially developed for people who are deaf or have a hearing impairment, but are now used by the entire community.1025

One stakeholder submitted that inclusive design is likely to improve the functionality for all users, because it encourages designers to be more creative and innovative.1026 ‘Edge users’—that is, people who are not considered to be among the mainstream users of a product or service—are included in the design process. They are ‘less likely to defend and validate a current design that doesn’t meet their needs’, generating greater creativity in the design process.1027 This can respond not only to disability needs but also enhance access for people of all ages and varying literacy abilities, thus addressing human rights principles regarding non-discrimination and equity of access for all.1028

These benefits extend to goods, services and facilities that use AI. Stakeholders submitted that functionality is enhanced for all users through inclusive design as ‘outlier data’ is valued and included, informing more adaptive and innovative AI systems.1029

[ii] Commercial reputation and risk mitigation

Some stakeholders referred to the value of human rights compliant design for shareholders, employees and customers through the corporate social responsibility lens.1030 Businesses with a commitment to human rights and social concerns can reap benefits across the organisation, including better job performance, increased shareholder returns, and loyal customer bases.1031

Some people with disability noted that businesses with a commitment to accessible and inclusive practices have good reputations and loyal customer bases across the disability community.1032

Industry and community stakeholders noted that a human rights by design strategy can be more cost effective than retrofitting accessibility into a product after it has been developed and distributed.1033 Harpur said, where universal design is adopted, ‘many access barriers are not created in the first place and thus the need to engage in retrofitting is reduced or eliminated’.1034
Industry and community stakeholders highlighted some challenges to the implementation of human rights by design strategies in policy and practice. The pace of technological development was cited as the most pressing concern for industry. In this respect, Telstra submitted:

There are a range of competing interests that could make it challenging to implement this in a technology business environment, notably the rapid evolution of technology and the short time to market from initial concepts that are a significant competitive advantage in this sector.1035

Some observed that the upfront costs of human rights by design could be prohibitive or a disincentive for business, depending on the technology setting and their business capabilities.1036 Commercial considerations can outweigh accessible design considerations in the fast-paced technology marketplace, where businesses are striving to be innovators and market leaders.1037

It is common for tech businesses to release what is known as a minimum viable product. A minimum viable product undergoes iterative improvements as it is tested and used by consumers, with the aim of producing a more effective and refined final product.1038 If the initial version of the product is not accessible for people with disability, they must then wait for further accessibility refinements, which are not guaranteed.1039

Stakeholders also noted concerns about improving STEM professional and educational training on human rights by design, as well as increasing the employment of people with disability in the technology industry. These issues are explored below.

(e) Conclusion

The Commission has concluded that there are significant benefits in promoting human rights by design and there is strong support for this approach in the design and development of goods, services and facilities that use Digital Communication Technologies. There are opportunities for the Australian Government to lead in this space, through policy and practice, including service delivery.

A human rights by design approach would be an effective way of fulfilling Australia’s CRPD obligations. These include to promote the design, development and production of accessible information and communication technology, and research and development of universally-designed goods, services, equipment and facilities.1040

The Commission recognises the links among many design-led approaches, such as accessible design, universal design and inclusive design. In all of these approaches, accessibility is both a goal and a measure of success in judging the end product.1041

Decisions made in the design process are unavoidably informed by the individual life experiences of those included in that process.1042 In this way, the best and worst of human motivations—from kindness and altruism, to narrow thinking and prejudice—can be infused into the outputs of any design process.

Introducing human rights by design, and seeking out the involvement of people with disability, at the earliest stage has a number of benefits. First and most importantly, it benefits people with disability who rely on accessibility features. In addition, this approach also can have benefits for shareholders, employees and other customers. A strategy that enables accessibility issues to be dealt with early is generally more cost effective than retrofitting accessible features at a later stage.

The Commission concludes, taking into account Australia’s obligations under the CRPD, and its consultation and research, that a human rights by design strategy generally emphasises the following principles:

• The primary goal is accessibility to all people, to the greatest extent possible, without the need for adaptation or specialised design.1043
• People with disability and their representatives should be encouraged to provide meaningful input in the development process, in roles such as designers, co-designers and expert consultants.

• People with disability and their representatives should be encouraged to participate in all phases of the development process—concept, research, design, iterations, testing, production, manufacture and upgrades.

A human rights by design strategy draws on principles that underpin the CRPD—individual autonomy, independence, non-discrimination, full and effective participation and inclusion in society, respect for difference, equality of opportunity, accessibility, equality of men and women, and respect for children.1044

The adoption of a human rights by design strategy in government policies and procedures would be an important step in promoting accessible goods, services and facilities that use Digital Communication Technologies.
The Disability Reform Council, which is now convened as the Disability Reform Ministers’ Meeting, is a forum for Australia’s federal, state and territory governments to progress key national reform in disability policy. The Council oversees the implementation of the NDIS, and National Disability Agreement and National Disability Strategy reforms, to support people with disability, their families and carers.

In 2020, the Department of Social Services (DSS) released two papers inviting input on the proposed outcome areas in the next National Disability Strategy. In its submission to that Department, the Commission urged that ‘accessible technology’ be included as an additional outcome area, with measures to improve accessible and inclusive practices across government services.

Human rights by design strategies should be incorporated into policies at all levels of government through the Disability Reform Ministers’ Meeting. The DTA has a role in leading and shaping whole-of-government policies on accessible ICT and digital services and could support these efforts. It could also provide some guidance for state, territory and local governments.

### 15.3 Education, training and capacity building

**RECOMMENDATION 36:** Providers of tertiary and vocational education should include the principles of human rights by design in relevant degree and other courses in science, technology, engineering and mathematics. The Australian Government should engage the Australian Council of Learned Academies to provide advice on how to achieve this aim most effectively within the tertiary and vocational sectors.

**RECOMMENDATION 37:** Professional accreditation bodies for science, technology, engineering and mathematics should introduce mandatory training on human rights by design as part of continuing professional development.

**RECOMMENDATION 38:** The Australian Government should commission an expert body to lead the national development and delivery of education, training, accreditation, and capacity building for accessible technology for people with disability.

Goods, services and facilities relying on Digital Communication Technologies are too often designed and developed in ways that are inaccessible for people with disability. There are many contributing factors to this problem. However, in the Commission’s view, greater use of a human rights by design strategy would help address the problem.

Human rights by design is still a relatively new concept. More could be done to promote this strategy through education, training and capacity building initiatives. There was strong support among stakeholders for human rights by design in Digital Communication Technologies production, and for building capacity in the technology industry to design and develop human rights compliant products and services. There was also recognition that building the capacity of technology designers would provide benefits for the whole community through more usable technology. As discussed above, there is also a strong business case for human rights by design.
The Commission recommends three areas where human rights by design should be promoted in the technology sector:

- tertiary and vocational education and training
- professional development
- an organisation to lead the national development and delivery of education, training, accreditation and capacity building.

The initiatives recommended by the Commission would enhance Australia’s compliance with Article 9(2)(c) of the CRPD to provide training on accessibility issues, and they would also help businesses meet their obligations under the UN Guiding Principles on Business and Human Rights.1049

[a] Education and training

Stakeholders from industry, academia and civil society gave strong support for a proposal to introduce human rights by design principles into relevant STEM tertiary and vocational courses.1050 Many of these stakeholders suggested this coursework should be considered a core component for students.

There was also strong support for the proposal that professional accreditation bodies for science, technology and engineering introduce mandatory training on human rights by design.1051

Core components of formal education and professional development present the best training and intervention opportunities to target the workforce responsible for technological design and development.1052 These education and training opportunities would help the workforce understand accessibility issues and barriers for people with disability, and how they might play a role in improving accessible and inclusive design.1053

It was suggested that educational and professional development coursework on human rights by design be developed and delivered with the involvement of people with disability.1054 It could include content on: understanding disabilities, international human rights obligations (including the CRPD and the UN Guiding Principles on Business and Human Rights), design methods, internationally recognised standards and best practice.1055

To this end, the Australian Council of Learned Academies (ACOLA) observed:

Incorporating ‘human rights by design’ principles, alongside initiatives that support a diverse workforce to design emerging technologies, will facilitate opportunities for access and uptake of emerging technologies by all members of our community and provide scope to overcome existing societal inequalities. If programmed with these principles from the beginning, we can facilitate beneficial and safe integration and opportunities between humans and emerging technologies.1056

Several stakeholders urged that a human rights by design course be included in the curricula of other tertiary courses, such as communications, media, business, law, human resources and social sciences.1057 They noted the intersection of these disciplines with the use of new and emerging technologies, such as the use of AI in hiring practices. However, many of these stakeholders noted the importance of prioritising science, technology and engineering students when considering the design and delivery of accessible goods, services and facilities to people with disability.1058

[b] Awareness and capacity building

There was strong stakeholder support for the proposal that an organisation be commissioned by the Australian Government to lead the national development and delivery of education, training, accreditation and capacity building for accessible technology for people with disability.1059

Stakeholders recognised a gap in these important roles of increasing awareness across public and private providers of goods, services and facilities that use Digital Communication Technologies. The Co-Innovation Group at the University of Queensland stated:

While many express willingness to create accessible and ethical technologies, they lack knowledge about both ethical frameworks and considerations and accessibility related needs and approaches.1060
Speech Pathology Australia highlighted the importance of raising understanding and awareness in areas where there are known to be significant communication barriers for people with disability—especially the justice system, primary health services and general practice, hospital systems, aged care systems, and local government consumer-facing services. Vision Australia noted significant barriers for people who are blind and studying at university and submitted that there is a need for capacity building across the education sector.

A key concern was a lack of organisational knowledge and skills. In this respect, one industry stakeholder said:

There is an appetite to build accessible platforms and technology—the biggest issue we have is getting clarity on all the various things we need to do. There are so many places to go to, but industry needs one guiding source of information.

The Public Interest Advocacy Centre noted the need for a consistent approach to accessibility standards across industry and the private sector, to avoid products like the Commonwealth Bank ‘Albert’ EFTPOS touch screen machine, which was not able to be used by some people who are blind or have a vision impairment.

Some stakeholders referred to the difficulties of high turnover across large organisations, and the complexity of issues where several teams are involved in procurement and operational decision-making:

We need a better culture of ‘human rights by design’ throughout business, but it’s a huge challenge. There is a high turnover of staff, and I spend so much time re-training people across the organisation—designers, analysts, testers—plus the constant problem of procuring accessible products.

Microsoft submitted that a broader cultural change across industry is needed. In this context, a leading organisation could be involved in encouraging senior executive awareness and board level support for accessibility and growing the support available to organisations seeking to implement good practice—such as accessibility design and development expertise—which is in relatively short supply in Australia.

Stakeholders gave strong support to the proposal that an organisation be commissioned by the Australian Government to lead the national development and delivery of education, training, accreditation and capacity building for accessible technology for people with disability. Industry representatives and accessibility consultants recognised a significant need for such an organisation, to help build capacity and support accessible practices across industry.
[c] People with disability in the workplace

People with disability will have more opportunities for meaningful input into human rights by design work if they have greater representation in the technology sector. The benefits of this were highlighted by stakeholders.

First, people with disability can directly inform the design of new and emerging technologies in their work.\(^\text{1069}\) SAS Institute Australia noted this is the most effective practice for embedding human rights into design practices:

it is useful to include people with disabilities in the design process. It is much better for that process to be led by people with disabilities.\(^\text{1070}\)

Secondly, stakeholders submitted that a positive workplace culture change towards people with disability and accessible design is best achieved through the employment of people with disability at work.\(^\text{1071}\) Designers are more likely to consider the accessibility needs of people with disability if people with lived experience of disability form part of design teams and the broader businesses or organisations they sit within.\(^\text{1072}\)

SAS Institute Australia stated that their efforts to create accessible products were only possible when they had invested in building the capacity of their workforce through cross-team training and collaboration. People with disability are essential contributors to this activity.\(^\text{1073}\)
Thirdly, stakeholders noted the reputational and corporate social responsibility benefits for businesses employing people with disability. These include positive links between organisational commitment to the social cause, high levels of in-role job performance, and increased shareholder returns from a more diverse employee and board membership.

(d) Conclusion

The Commission focuses on three areas where human rights by design should be promoted in the technology sector:

- tertiary and vocational education and training
- professional development
- an organisation to lead the national development and delivery of education, training, accreditation and capacity building.

(i) Tertiary and vocational education and training

Tertiary and vocational students of science, technology and engineering are or will become the primary designers of goods, services and facilities that use Digital Communication Technologies. Others are also involved in the implementation and deployment of these technologies. However, targeting scientists, technologists and engineers as a priority for courses relating to human rights by design will help raise the importance of these issues more broadly across educational contexts.

A human rights by design course could cover different models of disability (for example, social, legal and medical), international and national legal frameworks such as the CRPD and DDA, accessible design methodologies, and best industry practice.

ACOLA brings together four independent learned academies: the humanities; science; social sciences; and technology and engineering. ACOLA helps inform national policy through various activities, including coordinating multi-stakeholder groups and consulting on significant national issues.

ACOLA has indicated that it would welcome the opportunity to facilitate human rights by design coursework with appropriate support. Such courses should be developed in consultation with people with disability and their representatives, professional engineers, technologists and scientists, the Department of Education, Skills and Employment, and the tertiary education sector.

(ii) Professional development

Education and training on human rights by design would benefit professionals who are already practising as designers and engineers. Such training could be offered to Chartered Professional Engineers and Technologists, for example, who are required to undertake 150 hours of continuing professional development (CPD) over three years to maintain their Chartered Status.

CPD activities support an engineer as they carry out their technical and professional duties, through conferences and training courses, and also allows for the completion of tertiary or post-graduate courses.

The current CPD requirements include a minimum number of hours to be dedicated to the engineer’s area of practice, risk management and business and management skills. A human rights by design course should be a minimum requirement within an engineer’s three-year CPD cycle.

(iii) An education, training, accreditation and capacity building organisation

There should be targeted capacity building across the technology sector and a role for accessibility accreditation.

There was broad agreement across industry, government and the community about a lack of understanding in the technology industry of the access rights of people with disability. This problem could be addressed by encouraging developers of Digital Communication Technologies to incorporate human rights by design principles through existing frameworks, such as corporate social responsibility.
There were two main activities supported by stakeholders as vital for industry:

- education, training and capacity building for public and private entities on human rights by design
- the creation of an accessibility accreditation scheme to support organisations implement and achieve nationally standardised accessibility benchmarks.

Capacity building in the technology sector would improve awareness and understanding of the right of people with disability to access technology, and the obligation to design and develop human rights compliant products and services.

An expert body tasked with capacity building and accreditation roles could also support education and training efforts such as the development of a human rights by design professional and educational unit of study.

The Commission does not have a strong view on what entity should take up this role. The Digital Transformation Agency and the Department of Industry, Science, Energy and Resources have experience in supporting accessible policies and practices, and capacity building and support in industry. They could work with the Disability Reform Council, at Disability Reform Ministers’ Meetings, to determine a suitable organisation for the role.

(iv) Employment of people with disability

There are clear benefits in increasing the employment of people with disability in the design and development of new technologies.

Goods, services and facilities that use Digital Communication Technologies are likely to be more accessible when designers have lived experience of disability. In addition, businesses may realise other benefits from employing of people with disability, such as enhanced reputation and brand, and improved employee and customer retention.

The employment rate for working-age people with disability is 48%, which is lower than the those without disability (80%); and people with disability are more likely to be employed part-time than the rest of the population.

The Commission is examining measures to increase employment opportunities for people with disability in its ‘IncludeAbility’ project, led by the Disability Discrimination Commissioner, Dr Ben Gauntlett.
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Appendix A: Recommendations

PART A: NATIONAL STRATEGY ON NEW AND EMERGING TECHNOLOGIES

Recommendation 1: The Digital Australia Strategy, which is currently being developed by the Australian Government Department of the Prime Minister and Cabinet, should set Australia’s national strategy for new and emerging technologies. The Digital Australia Strategy should promote responsible innovation through:

(a) effective regulation—including law, co-regulation and self-regulation—that upholds human rights in the development and use of new technologies
(b) the development of a community-wide action plan on education, training and capacity building regarding the human rights implications of new and emerging technologies
(c) funding and investment for responsible innovation that complies with human rights
(d) practical measures to achieve the Strategy’s aims, including through the establishment of an AI Safety Commissioner (see Recommendation 22).

PART B: ARTIFICIAL INTELLIGENCE

Chapter 5 Legal accountability for government use of AI

Recommendation 2: The Australian Government should introduce legislation to require that a human rights impact assessment (HRIA) be undertaken before any department or agency uses an AI-informed decision-making system to make administrative decisions. An HRIA should include public consultation, focusing on those most likely to be affected. An HRIA should assess whether the proposed AI-informed decision-making system:

(a) complies with Australia’s international human rights law obligations
(b) will involve automating any discretionary element of administrative decisions, including by reference to the Commonwealth Ombudsman’s Automated decision-making better practice guide and other expert guidance
(c) provides for appropriate review of decisions by human decision makers
(d) is authorised and governed by legislation.

Recommendation 3: The Australian Government should introduce legislation to require that any affected individual is notified where artificial intelligence is materially used in making an administrative decision. That notification should include information regarding how an affected individual can challenge the decision.

Recommendation 4: The Australian Government should commission an audit of all current or proposed use of AI-informed decision making by or on behalf of Government agencies. The AI Safety Commissioner (see Recommendation 22), or another suitable expert body, should conduct this audit.
Recommendation 5: The Australian Government should not make administrative decisions, including through the use of automation or artificial intelligence, if the decision maker cannot generate reasons or a technical explanation for an affected person.

Recommendation 6: The Australian Government should make clear that, where a person has a legal entitlement to reasons for a decision, this entitlement exists regardless of how the decision is made. To this end, relevant legislation including s 25D of the Acts Interpretation Act 1901 (Cth) should be amended to provide that:

(a) for the avoidance of doubt, the term ‘decision’ includes decisions made using automation and other forms of artificial intelligence

(b) where a person has a right to reasons the person is entitled also to a technical explanation of the decision, in a form that could be assessed and validated by a person with relevant technical expertise

(c) the decision maker must provide this technical explanation to the person within a reasonable time following any valid request.

Recommendation 7: The Australian Government should engage a suitable expert body, such as the AI Safety Commissioner (see Recommendation 22), to develop guidance for government and non-government bodies on how to generate reasons, including a technical explanation, for AI-informed decisions.

Recommendation 8: The Australian Government should introduce legislation to create or ensure a right to merits review, generally before an independent tribunal such as the Administrative Appeals Tribunal, for any AI-informed administrative decision.

Chapter 6 Legal accountability for private sector use of AI

Recommendation 9: The Australian Government’s AI Ethics Principles should be used to encourage corporations and other non-government bodies to undertake a human rights impact assessment before using an AI-informed decision-making system. The Government should engage the AI Safety Commissioner (Recommendation 22) to issue guidance for the private sector on how to undertake human rights impact assessments.

Recommendation 10: The Australian Government should introduce legislation to require that any affected individual is notified when a corporation or other legal person materially uses AI in a decision-making process that affects the legal, or similarly significant, rights of the individual.

Recommendation 11: The Australian Government should introduce legislation that provides a rebuttable presumption that, where a corporation or other legal person is responsible for making a decision, that legal person is legally liable for the decision regardless of how it is made, including where the decision is automated or is made using artificial intelligence.

Recommendation 12: Centres of expertise, including the newly established Australian Research Council Centre of Excellence for Automated Decision-Making and Society, should prioritise research on the ‘explainability’ of AI-informed decision making.
Recommendation 13: The Australian Government should introduce legislation to provide that where a court, or regulatory, oversight or dispute resolution body, has power to order the production of information or other material from a corporation or other legal person:

(a) for the avoidance of doubt, the person must comply with this order even where the person uses a form of technology, such as artificial intelligence, that makes it difficult to comply with the order

(b) if the person fails to comply with the order because of the technology the person uses, the body may draw an adverse inference about the decision-making process or other related matters.

Chapter 7 Encouraging better AI-informed decision making

Recommendation 14: The Australian Government should convene a multi-disciplinary taskforce on AI-informed decision making, led by an independent body, such as the AI Safety Commissioner (Recommendation 22). The taskforce should:

(a) promote the use of human rights by design in this area

(b) advise on the development and use of voluntary standards and certification schemes

(c) advise on the development of one or more regulatory sandboxes focused on upholding human rights in the use of AI-informed decision making.

The taskforce should consult widely in the public and private sectors, including with those whose human rights are likely to be significantly affected by AI-informed decision making.

Recommendation 15: The Australian Government should appoint an independent body, such as the AI Safety Commissioner (Recommendation 22), to develop a tool to assist private sector bodies undertake human rights impact assessments (HRIAs) in developing AI-informed decision-making systems. The Australian Government should maintain a public register of completed HRIAs.

Recommendation 16: The Australian Government should adopt a human rights approach to procurement of products and services that use artificial intelligence. The Department of Finance, in consultation with the Digital Transformation Agency and other key decision makers and stakeholders, should amend current procurement law, policy and guidance to require that human rights are protected in the design and development of any AI-informed decision-making tool procured by the Australian Government.

Recommendation 17: The Australian Government should engage an expert body, such as the AI Safety Commissioner (Recommendation 22), to issue guidance to the private sector on good practice regarding human review, oversight and monitoring of AI-informed decision-making systems. This body should also advise the Government on ways to incentivise such good practice through the use of voluntary standards, certification schemes and government procurement rules.

Chapter 8 AI, equality and non-discrimination

Recommendation 18: The Australian Government should resource the Australian Human Rights Commission to produce guidelines for government and non-government bodies on complying with federal anti-discrimination laws in the use of AI-informed decision making.
Chapter 9 Biometric surveillance, facial recognition and privacy

Recommendation 19: Australia’s federal, state and territory governments should introduce legislation that regulates the use of facial recognition and other biometric technology. The legislation should:

(a) expressly protect human rights
(b) apply to the use of this technology in decision making that has a legal, or similarly significant, effect for individuals, or where there is a high risk to human rights, such as in policing and law enforcement
(c) be developed through in-depth consultation with the community, industry and expert bodies such as the Australian Human Rights Commission and the Office of the Australian Information Commissioner.

Recommendation 20: Until the legislation recommended in Recommendation 19 comes into effect, Australia’s federal, state and territory governments should introduce a moratorium on the use of facial recognition and other biometric technology in decision making that has a legal, or similarly significant, effect for individuals, or where there is a high risk to human rights, such as in policing and law enforcement.

Recommendation 21: The Australian Government should introduce a statutory cause of action for serious invasion of privacy.

PART C: SUPPORTING EFFECTIVE REGULATION

Recommendation 22: The Australian Government should establish an AI Safety Commissioner as an independent statutory office, focused on promoting safety and protecting human rights in the development and use of AI in Australia. The AI Safety Commissioner should:

(a) work with regulators to build their technical capacity regarding the development and use of AI in areas for which those regulators have responsibility
(b) monitor and investigate developments and trends in the use of AI, especially in areas of particular human rights risk
(c) provide independent expertise relating to AI and human rights for Australian policy makers
(d) issue guidance to government and the private sector on how to comply with laws and ethical requirements in the use of AI.

Recommendation 23: The AI Safety Commissioner (see Recommendation 22) should:

(a) be independent from government in its structure, operations and legislative mandate, but may be incorporated into an existing body or be formed as a new, separate body
(b) be adequately resourced, wholly or primarily by the Australian Government
(c) be required to have regard to the impact of the development and use of AI on vulnerable and marginalised people in Australia
(d) draw on diverse expertise and perspectives including by convening an AI advisory council.

PART D: ACCESSIBLE TECHNOLOGY

Chapter 12 Functional accessibility

Recommendation 24: The Attorney-General should:

(a) develop a Digital Communication Technology Standard under section 31 of the Disability Discrimination Act 1992 (Cth), and
(b) consider other law and policy reform to implement the full range of accessibility obligations regarding Digital Communication Technologies under the Convention on the Rights of Persons with Disabilities.

In doing so, the Attorney-General should consult widely, especially with people with disability and the technology sector.
Recommendation 25: The Australian Government and state, territory and local governments should commit to using Digital Communication Technology that fully complies with recognised accessibility standards—especially WCAG 2.1 and Australian Standard EN 301 549, and successor standards. To this end, all Australian governments should:

(a) introduce whole-of-government requirements for compliance with these standards, including by:

• providing information that is publicly available about how each agency complies with these requirements, reported annually
• establishing central line agency and ministerial responsibility for monitoring compliance across government
• resourcing training and advisory support to assist compliance

(b) promote accessible goods, services and facilities that use Digital Communication Technology by favouring procurement from entities that implement such accessibility standards in their own activities

(c) develop policies and targets to increase the availability of government communications in Easy English and provide human customer supports for people with disability who need to communicate with people instead of accessing digital services.

Recommendation 26: The Australian Government Department of Industry, Science, Energy and Resources or the Digital Transformation Agency should conduct an inquiry into compliance by industry with accessibility standards such as WCAG 2.1 and Australian Standard EN 301 549.

The inquiry should consider the extent to which incentives for compliance with standards should include changes relating to taxation, grants and procurement, research and design, and the promotion of good practices by industry.

Chapter 13 Broadcasting and audio-visual services

Recommendation 27: The Australian Government should amend the Broadcasting Services Act 1992 (Cth) to increase the amount of accessible content available for people who have hearing or vision difficulties as follows:

(a) national and commercial free-to-air television services should be required to provide audio described content for a minimum of 14 hours of programming per week, distributed across the primary and secondary channels. This should be increased to a minimum of 21 hours per week in a timeframe to be determined in consultation with people with disability and broadcasting services.

(b) subscription television services should be required to provide audio described content for a minimum of 14 hours of programming per week for their main channels. This should be increased to a minimum of 21 hours per week in a timeframe to be determined in consultation with people with disability and broadcasting services.

(c) national and commercial television free-to-air services should be required to increase the captioning of their content on an annual basis, resulting in all such broadcasting being captioned on primary and secondary channels within five years. The Government should determine a formula for annual progressive increases of captioning in consultation with industry, people with disability and their representatives.

Recommendation 28: The Australian Government Department of Infrastructure, Transport, Regional Development and Communications should conduct a review to identify effective, practical ways to increase audio description and captioning on secondary or specialist broadcast television channels.
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**Recommendation 29:** The Australian Government should introduce legislation to provide minimum requirements for audio description and captioning in respect of audio-visual content delivered through subscription video-on-demand, social media and other services that are not covered by the *Broadcasting Services Act 1992* (Cth). Obligations should be determined in consultation with industry, and people with disability and their representatives.

**Recommendation 30:** The Australian Government, and state and territory governments, should ensure that people with disability can receive and understand emergency and other important public announcements, including by requiring government agencies to provide Auslan interpreters at their emergency and important public announcements.

The Australian Government should amend the *Broadcasting Services Act 1992* (Cth) to require any television or other company, which broadcasts or re-broadcasts emergency and other important public announcements, to ensure that Auslan interpretation is visible on the screen at all relevant times; and captions are readable, accurate and comprehensible.

**Recommendation 31:** The Australian Communications and Media Authority should consult with broadcasters and introduce monitoring and compliance measures to support them to:

(a) comply with accessible service requirements

(b) provide quality accessible services

(c) increase organisational capacity to comply with current and future accessible service obligations.

**Chapter 14 Availability of new technology**

**Recommendation 32:** Standards Australia should develop, in consultation with people with disability and other stakeholders, an Australian Standard or Technical Specification that covers the provision of accessible information, instructional and training materials to accompany consumer goods, services and facilities.

This Australian Standard or Technical Specification should inform the development of the recommended Digital Communication Technology Disability Standard under section 31 of the *Disability Discrimination Act 1992* (Cth) (see Recommendation 24).

**Recommendation 33:** The NBN Co should implement a reasonable concessional broadband rate for people with disability who are financially vulnerable, in consultation with them, their representatives and other stakeholders.

**Recommendation 34:** The National Disability Insurance Agency, in consultation with people with disability, should review its policies regarding funding of reasonable and necessary supports as those policies apply to accessible goods, services and facilities, which use Digital Communication Technologies and which can be shown to enable people with disability to enjoy greater independence and participation in all areas of life.

In particular, the NDIA should focus on increasing access to internet plans, computers, tablets, laptops and smartphones and other items that rely on Digital Communication Technologies.

**Chapter 15 Design, education and capacity building**

**Recommendation 35:** The Disability Reform Council, through the Disability Reform Ministers’ Meeting, should:

(a) include accessible technology as an outcome area in the next National Disability Strategy to improve access to Digital Communication Technologies for people with disability

(b) lead a process for the Australian Government and state and territory governments to adopt and promote human rights by design in the development and delivery of government services using Digital Communication Technologies, and monitor progress in achieving this aim.
Recommendation 36: Providers of tertiary and vocational education should include the principles of human rights by design in relevant degree and other courses in science, technology, engineering and mathematics. The Australian Government should engage the Australian Council of Learned Academies to provide advice on how to achieve this aim most effectively within the tertiary and vocational sectors.

Recommendation 37: Professional accreditation bodies for science, technology, engineering and mathematics should introduce mandatory training on human rights by design as part of continuing professional development.

Recommendation 38: The Australian Government should commission an expert body to lead the national development and delivery of education, training, accreditation, and capacity building for accessible technology for people with disability.
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<td>Standards Australia</td>
</tr>
</tbody>
</table>
## Submission No | Full name
--- | ---
104 | Access Now
105 | Financial Rights Legal Centre
106 | NSW Bar Association
107 | Michael Richardson
108 | Office of the Australian Information Commissioner
Appendix C: Acronyms used in this Final Report

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAT Act</td>
<td>Administrative Appeals Tribunal Act 1975 (Cth)</td>
</tr>
<tr>
<td>ACCAN</td>
<td>Australian Communications Consumer Action Network</td>
</tr>
<tr>
<td>ACCC</td>
<td>Australian Competition and Consumer Commission</td>
</tr>
<tr>
<td>ACMA</td>
<td>Australian Communications and Media Authority</td>
</tr>
<tr>
<td>ACOLA</td>
<td>Australian Council of Learned Academies</td>
</tr>
<tr>
<td>ADJR Act</td>
<td>Administrative Decisions (Judicial Review) Act 1977 (Cth)</td>
</tr>
<tr>
<td>ALRC</td>
<td>Australian Law Reform Commission</td>
</tr>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>AR</td>
<td>augmented reality</td>
</tr>
<tr>
<td>ASIC</td>
<td>Australian Securities and Investment Commission</td>
</tr>
<tr>
<td>ATO</td>
<td>Australian Taxation Office</td>
</tr>
<tr>
<td>CAT</td>
<td>Convention against Torture and Other Cruel, Inhuman or Degrading Treatment or Punishment</td>
</tr>
<tr>
<td>CEDAW</td>
<td>Convention on the Elimination of All Forms of Discrimination against Women</td>
</tr>
<tr>
<td>CPD</td>
<td>continuing professional development</td>
</tr>
<tr>
<td>CRC</td>
<td>Convention on the Rights of the Child</td>
</tr>
<tr>
<td>CRPD</td>
<td>Convention on the Rights of Persons with Disabilities</td>
</tr>
<tr>
<td>DDA</td>
<td>Disability Discrimination Act 1992 (Cth)</td>
</tr>
<tr>
<td>DISER</td>
<td>Department of Industry, Science, Energy and Resources</td>
</tr>
<tr>
<td>DP</td>
<td>Human Rights and Technology Discussion Paper</td>
</tr>
<tr>
<td>DTA</td>
<td>Digital Transformation Agency</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation (European Union)</td>
</tr>
<tr>
<td>HRIA</td>
<td>human rights impact assessment</td>
</tr>
<tr>
<td>ICCPR</td>
<td>International Covenant on Civil and Political Rights</td>
</tr>
<tr>
<td>ICERD</td>
<td>International Convention on the Elimination of All Forms of Racial Discrimination</td>
</tr>
<tr>
<td>ICESCR</td>
<td>International Covenant on Economic, Social and Cultural Rights</td>
</tr>
<tr>
<td>ICT</td>
<td>information and communications technology</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IP</td>
<td>Human Rights and Technology Issues Paper</td>
</tr>
<tr>
<td>NDIA</td>
<td>National Disability Insurance Agency</td>
</tr>
<tr>
<td>NDIS</td>
<td>National Disability Insurance Scheme</td>
</tr>
<tr>
<td>OAIC</td>
<td>Office of the Australian Information Commissioner</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Cooperation and Development</td>
</tr>
<tr>
<td>STEM</td>
<td>science, technology, engineering and maths</td>
</tr>
<tr>
<td>SVOD</td>
<td>subscription video-on-demand</td>
</tr>
<tr>
<td>UDHR</td>
<td>Universal Declaration of Human Rights</td>
</tr>
<tr>
<td>UK ICO</td>
<td>United Kingdom Information Commissioner's Office</td>
</tr>
<tr>
<td>UN</td>
<td>United Nations</td>
</tr>
<tr>
<td>VR</td>
<td>virtual reality</td>
</tr>
<tr>
<td>WCAG</td>
<td>Web Content Accessibility Guidelines</td>
</tr>
<tr>
<td>WP</td>
<td>Human Rights and Technology White Paper</td>
</tr>
</tbody>
</table>
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